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AN EXPLANATORY NOTE 
 
The time has come to admit that in our first book, we lied. Twice. 
 
The first lie appeared in the introduction, where we wrote that the book had no “unifying theme.” Here’s 
what happened. Our publishing house—nice people, smart people—read the first draft of our book and 
cried out in alarm: “This book has no unifying theme!” Instead, the manuscript was a random heap of 
stories about cheating teachers, self-dealing Realtors, and crack-selling mama’s boys. There was no nifty 
theoretical foundation upon which these stories could be piled to miraculously add up to more than the 
sum of their parts. 
 
Our publisher’s alarm only grew when we proposed a title for this mishmash of a book: Freakonomics. Even 
over the phone, you could hear the sound of palms smacking foreheads: This pair of bozos just delivered a 
manuscript with no unifying theme and a nonsensical, made-up title! 
 
It was duly suggested that in the published book we concede right up front, in the introduction, that we had 
no unifying theme. And so, in the interest of keeping the peace (and our book advance), that’s what we did. 
 
But in truth, the book did have a unifying theme, even if it wasn’t obvious at the time, even to us. If pressed, 
you could boil it down to four words: People respond to incentives. If you wanted to get more expansive, 
you might say this: People respond to incentives, although not necessarily in ways that are predictable or 
manifest. Therefore, one of the most powerful laws in the universe is the law of unintended consequences. 
This applies to schoolteachers and Realtors and crack dealers as well as expectant mothers, sumo wrestlers, 
bagel salesmen, and the Ku Klux Klan. 
 
The issue of the book’s title, meanwhile, still lay unresolved. After several months and dozens of 
suggestions, including Unconventional Wisdom (eh), Ain’t Necessarily So (bleh), and E-Ray Vision (don’t 
ask), our publisher finally decided that perhaps Freakonomics wasn’t so bad after all—or, more precisely, it 
was so bad it might actually be good. 
 
Or maybe they were simply exhausted. 
 
The subtitle promised that the book would explore “the hidden side of everything.” This was our second lie. 
We were sure reasonable people would view such a phrase as intentional hyperbole. But some readers took 
it literally, complaining that our stories, as motley a collection as they were, did not in fact address 
“everything.” And so, while the subtitle was not intended as a lie, it turned out to be one. We apologize. 
 
Our failure to include “everything” in the first book, however, had an unintended consequence of its own: it 
created the need for a second book. But let it be noted straightaway that this second book and the first 
book combined still do not literally comprise “everything.” 
 
  
 
The two of us have now been collaborators for several years. It began when one of us (Dubner, an author 
and journalist) wrote a magazine article about the other (Levitt, an academic economist). Adversaries in the 
beginning, albeit civil ones, we joined forces only when several publishers began to offer significant sums of 
money for a book. (Remember: people respond to incentives—and, despite the common perception, 
economists and journalists are people too.) 
 
We discussed how the money should be divided. Almost immediately we came to an impasse, for each of us 
insisted on a 60–40 split. Upon realizing that we each thought the other guy should get 60 percent, we 
knew we’d have a good partnership. So we settled on 50–50 and got to work. 
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We didn’t feel much pressure writing that first book because we genuinely thought few people would read 
it. (Levitt’s father agreed and said it was “immoral” to accept even a penny up front.) These low 
expectations liberated us to write about any-and everything we found worthwhile. So we had a pretty good 
time. 
 
We were surprised and thrilled when the book became a hit. As profitable as it might have been to pump 
out a quick follow-up—think Freakonomics for Dummies or Chicken Soup for the Freakonomics Soul—we 
wanted to wait until we had done enough research that we couldn’t help but write it all down. So here we 
finally are, more than four years later, with a second book that we believe is easily better than the first. Of 
course it is up to you, not us, to say if that is true—or perhaps if it’s as bad as some people feared our first 
book might be. 
 
If nothing else, our publishers have resigned themselves to our unyielding bad taste: when we proposed 
that this new book be called SuperFreakonomics, they didn’t even blink. 
 
  
 
If this book is any good, you have yourselves to thank as well. One of the benefits of writing books in an age 
of such cheap and easy communication is that authors hear directly from their readers, loudly and clearly 
and in great number. Good feedback is hard to come by, and extremely valuable. Not only did we receive 
feedback on what we’d already written but also many suggestions for future topics. Some of you who sent 
e-mails will see your thoughts reflected in this book. Thank you. 
 
The success of Freakonomics had one particularly strange by-product: we were regularly invited, together 
and separately, to give lectures to all sorts of groups. Often we were presented as the very sort of “experts” 
that in Freakonomics we warned you to watch out for—people who enjoy an informational advantage and 
have an incentive to exploit it. (We tried our best to disabuse audiences of the notion that we are actually 
expert in anything.) 
 
These encounters also produced material for future writings. During a lecture at UCLA, one of us (Dubner) 
talked about how people wash their hands after using the bathroom far less often than they admit. 
Afterward, a gentleman approached the podium, offered his hand, and said he was a urologist. Despite this 
unappetizing introduction, the urologist had a fascinating story to tell about hand-washing failures in a high-
stakes setting—the hospital where he worked—and the creative incentives the hospital used to overcome 
these failures. You’ll find that story in this book, as well as the heroic story of another, long-ago doctor who 
also fought poor hand hygiene. 
 
At another lecture, to a group of venture capitalists, Levitt discussed some new research he was doing with 
Sudhir Venkatesh, the sociologist whose adventures with a crack-selling gang were featured in 
Freakonomics. The new research concerned the hour-by-hour activities of street prostitutes in Chicago. As it 
happened, one of the venture capitalists (we’ll call him John) had a date later that evening with a $300-an-
hour prostitute (who goes by the name of Allie). When John arrived at Allie’s apartment, he saw a copy of 
Freakonomics on her coffee table. 
 
“Where’d you get that?” John asked. 
 
Allie said a girlfriend of hers who was also “in the business” had sent it to her. 
 
Hoping to impress Allie—the male instinct to impress the female is apparently strong even when the sex is 
already bought and paid for—John said he’d attended a lecture that very day by one of the book’s authors. 
As if that weren’t coincidence enough, Levitt mentioned he was doing some research on prostitution. 
 
A few days later, this e-mail landed in Levitt’s in-box: 
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    I heard through a mutual acquaintance that you are working on a paper about the economics of 
prostitution, correct? Since I am not really sure if this is a serious project or if my source was putting me on, 
I just thought I would put myself out there and let you know I would love to be of assistance. 
 
    Thanks, Allie 
 
One complication remained: Levitt had to explain to his wife and four kids that he wouldn’t be home the 
following Saturday morning, that instead he’d be having brunch with a prostitute. It was vital, he argued, to 
meet with her in person to accurately measure the shape of her demand curve. Somehow, they bought it. 
 
And so you will read about Allie in this book as well. 
 
The chain of events that led to her inclusion might be attributed to what economists call cumulative 
advantage. That is, the prominence of our first book produced a series of advantages in writing a second 
book that a different author may not have enjoyed. Our greatest hope is that we have taken proper 
advantage of this advantage. 
 
Finally, while writing this book we have tried to rely on a bare minimum of economics jargon, which can be 
abstruse and unmemorable. So instead of thinking about the Allie affair as an example of cumulative 
advantage, let’s just call it…well, freaky. 
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INTRODUCTION 
PUTTING THE FREAK IN ECONOMICS 
 
Many of life’s decisions are hard. What kind of career should you pursue? Does your ailing mother need to 
be put in a nursing home? You and your spouse already have two kids; should you have a third? 
 
Such decisions are hard for a number of reasons. For one, the stakes are high. There’s also a great deal of 
uncertainty involved. Above all, decisions like these are rare, which means you don’t get much practice 
making them. You’ve probably gotten pretty good at buying groceries, since you do it so often, but buying 
your first house is another thing entirely. 
 
Some decisions, meanwhile, are really, really easy. 
 
Imagine you’ve gone to a party at a friend’s house. He lives only a mile away. You have a great time, 
perhaps because you drank four glasses of wine. Now the party is breaking up. While draining your last 
glass, you dig out your car keys. Abruptly you conclude this is a bad idea: you are in no condition to drive 
home. 
 
For the past few decades, we’ve been rigorously educated about the risks of driving under the influence of 
alcohol. A drunk driver is thirteen times more likely to cause an accident than a sober one. And yet a lot of 
people still drive drunk. In the United States, more than 30 percent of all fatal crashes involve at least one 
driver who has been drinking. During the late-night hours, when alcohol use is greatest, that proportion 
rises to nearly 60 percent. Overall, 1 of every 140 miles is driven drunk, or 21 billion miles each year. 
 
Why do so many people get behind the wheel after drinking? Maybe because—and this could be the most 
sobering statistic yet—drunk drivers are rarely caught. There is just one arrest for every 27,000 miles driven 
while drunk. That means you could expect to drive all the way across the country, and then back, and then 
back and forth three more times, chugging beers all the while, before you got pulled over. As with most bad 
behaviors, drunk driving could probably be wiped out entirely if a strong-enough incentive were 
instituted—random roadblocks, for instance, where drunk drivers are executed on the spot—but our 
society probably doesn’t have the appetite for that. 
 
Meanwhile, back at your friend’s party, you have made what seems to be the easiest decision in history: 
instead of driving home, you’re going to walk. After all, it’s only a mile. You find your friend, thank him for 
the party, and tell him the plan. He heartily applauds your good judgment. 
 
But should he? We all know that drunk driving is terribly risky, but what about drunk walking? Is this 
decision so easy? 
 
Let’s look at some numbers. Each year, more than 1,000 drunk pedestrians die in traffic accidents. They step 
off sidewalks into city streets; they lie down to rest on country roads; they make mad dashes across busy 
highways. Compared with the total number of people killed in alcohol-related traffic accidents each year—
about 13,000—the number of drunk pedestrians is relatively small. But when you’re choosing whether to 
walk or drive, the overall number isn’t what counts. Here’s the relevant question: on a per-mile basis, is it 
more dangerous to drive drunk or walk drunk? 
 
The average American walks about a half-mile per day outside the home or workplace. There are some 237 
million Americans sixteen and older; all told, that’s 43 billion miles walked each year by people of driving 
age. If we assume that 1 of every 140 of those miles are walked drunk—the same proportion of miles that 
are driven drunk—then 307 million miles are walked drunk each year. 
 
Doing the math, you find that on a per-mile basis, a drunk walker is eight times more likely to get killed than 
a drunk driver. 
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There’s one important caveat: a drunk walker isn’t likely to hurt or kill anyone other than her-or himself. 
That can’t be said of a drunk driver. In fatal accidents involving alcohol, 36 percent of the victims are either 
passengers, pedestrians, or other drivers. Still, even after factoring in the deaths of those innocents, walking 
drunk leads to five times as many deaths per mile as driving drunk. 
 
So as you leave your friend’s party, the decision should be clear: driving is safer than walking. (It would be 
even safer, obviously, to drink less, or to call a cab.) The next time you put away four glasses of wine at a 
party, maybe you’ll think through your decision a bit differently. Or, if you’re too far gone, maybe your 
friend will help sort things out. Because friends don’t let friends walk drunk. 
 
  
 
If you had the option of being born anywhere in the world today, India might not be the wisest choice. 
Despite its vaunted progress as a major player in the global economy, the country as a whole remains 
excruciatingly poor. Life expectancy and literacy rates are low; pollution and corruption are high. In the rural 
areas where more than two-thirds of Indians live, barely half of the households have electricity and only 
one in four homes has a toilet. 
 
It is especially unlucky to be born female, because many Indian parents express a strong “son preference.” 
Only 10 percent of Indian families with two sons want another child, whereas nearly 40 percent of families 
with two daughters want to try again. Giving birth to a baby boy is like giving birth to a 401(k) retirement 
fund. He will grow up to be a wage-earning man who can provide for his parents in their sunset years and, 
when the time comes, light the funeral pyre. Having a baby girl, meanwhile, means relabeling the 
retirement fund a dowry fund. Although the dowry system has long been under assault, it is still common 
for a bride’s parents to give the groom or his family cash, cars, or real estate. The bride’s family is also 
expected to pay for the wedding. 
 
The U.S. charity Smile Train, which performs cleft-repair surgery on poor children around the world, 
recently spent some time in Chennai, India. When one local man was asked how many children he had, he 
answered “one.” The organization later learned that the man did have a son—but he also had five 
daughters, who apparently didn’t warrant a mention. Smile Train also learned that midwives in Chennai 
were sometimes paid $2.50 to smother a baby girl born with a cleft deformity—and so, putting the lure of 
incentives to good use, the charity began offering midwives as much as $10 for each baby girl they took to a 
hospital for cleft surgery. 
 
Girls are so undervalued in India that there are roughly 35 million fewer females than males in the 
population. Most of these “missing women,” as the economist Amartya Sen calls them, are presumed dead, 
either by indirect means (the girl’s parents withheld nutrition or medical care, perhaps to the benefit of a 
brother), direct harm (the baby girl was killed after birth, whether by a midwife or a parent), or, 
increasingly, a pre-birth decision. Even in India’s smallest villages, where electricity might be sporadic and 
clean water hard to find, a pregnant woman can pay a technician to scan her belly with an ultrasound and, if 
the fetus is female, have an abortion. In recent years, as these sex-selective abortions have become more 
common, the male-female ratio in India—as well as in other son-worshipping countries like China-has 
grown even more lopsided. 
 
A baby Indian girl who does grow into adulthood faces inequality at nearly every turn. She will earn less 
money than a man, receive worse health care and less education, and perhaps be subjected to daily 
atrocities. In a national health survey, 51 percent of Indian men said that wife-beating is justified under 
certain circumstances; more surprisingly, 54 percent of women agreed—if, for instance, a wife burns dinner 
or leaves the house without permission. More than 100,000 young Indian women die in fires every year, 
many of them “bride burnings” or other instances of domestic abuse. 
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Indian women also run an outsize risk of unwanted pregnancy and sexually transmitted disease, including a 
high rate of HIV/AIDS. One cause is that Indian men’s condoms malfunction more than 15 percent of the 
time. Why such a high fail rate? According to the Indian Council of Medical Research, some 60 percent of 
Indian men have penises too small for the condoms manufactured to fit World Health Organization specs. 
That was the conclusion of a two-year study in which more than 1,000 Indian men had their penises 
measured and photographed by scientists. “The condom,” declared one of the researchers, “is not 
optimized for India.” 
 
With such a multitude of problems, what should be done to improve the lives of Indian women, especially 
the majority who live in the countryside? 
 
The government has tried to help by banning dowries and sex-selective abortions, but these laws have 
largely been ignored. A number of monetary interventions have also been designed for Indian women. 
These include Apni Beti, Apna Dhan (“My Daughter, My Pride”), a project that pays rural women not to 
abort female babies; a vast micro-credit industry that makes small-business loans to women; and an array 
of charitable programs launched by a veritable alphabet soup of international aid agencies. 
 
The Indian government has also vowed to make smaller condoms more readily available. 
 
Unfortunately, most of these projects have proven complicated, costly, and, at best, nominally successful. 
 
A different sort of intervention, meanwhile, does seem to have helped. This one, like the ultrasound 
machine, relies on technology, but it had little to do with women per se and even less to do with baby-
making. Nor was it administered by the Indian government or some multinational charity. In fact, it wasn’t 
even designed to help anyone at all, at least not the way we normally think of “help.” It was just a plain old 
entrepreneurial development, called television. 
 
State-run broadcast TV had been around for decades, but poor reception and a dearth of programming 
meant there simply wasn’t much reason to watch. But lately, thanks to a steep fall in the price of equipment 
and distribution, great swaths of India have been wired for cable and satellite TV. Between 2001 and 2006, 
some 150 million Indians received cable for the first time, their villages suddenly crackling with the latest 
game shows and soap operas, newscasts and police procedurals, beamed from the big cities of India and 
abroad. TV gave many Indian villagers their first good look at the outside world. 
 
But not every village got cable TV, and those that did received it at different times. This staggered 
introduction produced just the kind of data—a lovely natural experiment—that economists love to exploit. 
The economists in this case were a pair of young Americans, Emily Oster and Robert Jensen. By measuring 
the changes in different villages based on whether (and when) each village got cable TV, they were able to 
tease out the effect of TV on Indian women. 
 
They examined data from a government survey of 2,700 households, most of them rural. Women fifteen 
and older were asked about their lifestyles, preferences, and familial relationships. As it turned out, the 
women who recently got cable TV were significantly less willing to tolerate wife-beating, less likely to admit 
to having a son preference, and more likely to exercise personal autonomy. TV somehow seemed to be 
empowering women in a way that government interventions had not. 
 
What caused these changes? Did rural Indian women become more autonomous after seeing cosmopolitan 
images on their TV sets—women who dressed as they pleased, handled their own money, and were treated 
as neither property nor baby-making machines? Or did such programming simply make the rural women 
feel embarrassed to admit to a government surveyor that they were treated so badly? 
 
There is good reason to be skeptical of data from personal surveys. There is often a vast gulf between how 
people say they behave and how they actually behave. (In economist-speak, these two behaviors are known 
as declared preferences and revealed preferences.) Furthermore, when it costs almost nothing to fib—as in 
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the case of a government survey like this one—a reasonable amount of fibbing is to be expected. The fibs 
might even be subconscious, with the subject simply saying what she expects the surveyor wants to hear. 
 
But when you can measure the revealed preference, or the actual behavior, then you’re getting 
somewhere. That’s where Oster and Jensen found persuasive evidence of real change. Rural Indian families 
who got cable TV began to have a lower birthrate than families without TV. (In a country like India, a lower 
birthrate generally means more autonomy for women and fewer health risks.) Families with TV were also 
more likely to keep their daughters in school, which suggests that girls were seen as more valuable, or at 
least deserving of equal treatment. (The enrollment rate for boys, notably, didn’t change.) These hard 
numbers made the self-reported survey data more believable. It appears that cable TV really did empower 
the women of rural India, even to the point of no longer tolerating domestic abuse. 
 
Or maybe their husbands were just too busy watching cricket. 
 
  
 
When the world was lurching into the modern era, it grew magnificently more populous, and in a hurry. 
Most of this expansion took place in urban centers like London, Paris, New York, and Chicago. In the United 
States alone, cities grew by 30 million residents during the nineteenth century, with half of that gain in just 
the final twenty years. 
 
But as this swarm of humanity moved itself, and its goods, from place to place, a problem emerged. The 
main mode of transportation produced a slew of the by-products that economists call negative 
externalities, including gridlock, high insurance costs, and far too many traffic fatalities. Crops that would 
have landed on a family’s dinner table were sometimes converted into fuel, driving up food prices and 
causing shortages. Then there were the air pollutants and toxic emissions, endangering the environment as 
well as individuals’ health. 
 
We are talking about the automobile—aren’t we? 
 
No, we’re not. We are talking about the horse. 
 
The horse, a versatile and powerful helpmate since the days of antiquity, was put to work in many ways as 
modern cities expanded: pulling streetcars and private coaches, hauling construction materials, unloading 
freight from ships and trains, even powering the machines that churned out furniture, rope, beer, and 
clothing. If your young daughter took gravely ill, the doctor rushed to your home on horseback. When a fire 
broke out, a team of horses charged through the streets with a pumping truck. At the turn of the twentieth 
century, some 200,000 horses lived and worked in New York City, or 1 for every 17 people. 
 
But oh, the troubles they caused! 
 
Horse-drawn wagons clogged the streets terribly, and when a horse broke down, it was often put to death 
on the spot. This caused further delays. Many stable owners held life-insurance policies that, to guard 
against fraud, stipulated the animal be euthanized by a third party. This meant waiting for the police, a 
veterinarian, or the ASPCA to arrive. Even death didn’t end the gridlock. “Dead horses were extremely 
unwieldy,” writes the transportation scholar Eric Morris. “As a result, street cleaners often waited for the 
corpses to putrefy so they could more easily be sawed into pieces and carted off.” 
 
The noise from iron wagon wheels and horseshoes was so disturbing—it purportedly caused widespread 
nervous disorders—that some cities banned horse traffic on the streets around hospitals and other 
sensitive areas. 
 
And it was frighteningly easy to be struck down by a horse or wagon, neither of which is as easy to control 
as they appear in the movies, especially on slick, crowded city streets. In 1900, horse accidents claimed the 
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lives of 200 New Yorkers, or 1 of every 17,000 residents. In 2007, meanwhile, 274 New Yorkers died in auto 
accidents, or 1 of every 30,000 residents. This means that a New Yorker was nearly twice as likely to die 
from a horse accident in 1900 than from a car accident today. (There are unfortunately no statistics 
available on drunk horse-drivers, but we can assume the number would be menacingly high.) 
 
Worst of all was the dung. The average horse produced about 24 pounds of manure a day. With 200,000 
horses, that’s nearly 5 million pounds of horse manure. A day. Where did it go? 
 
Decades earlier, when horses were less plentiful in cities, there was a smooth-functioning market for 
manure, with farmers buying it to truck off (via horse, of course) to their fields. But as the urban equine 
population exploded, there was a massive glut. In vacant lots, horse manure was piled as high as sixty feet. 
It lined city streets like banks of snow. In the summertime, it stank to the heavens; when the rains came, a 
soupy stream of horse manure flooded the crosswalks and seeped into people’s basements. Today, when 
you admire old New York brownstones and their elegant stoops, rising from street level to the second-story 
parlor, keep in mind that this was a design necessity, allowing a homeowner to rise above the sea of horse 
manure. 
 
All of this dung was terrifically unhealthy. It was a breeding ground for billions of flies that spread a host of 
deadly diseases. Rats and other vermin swarmed the mountains of manure to pick out undigested oats and 
other horse feed—crops that were becoming more costly for human consumption thanks to higher horse 
demand. No one at the time was worried about global warming, but if they had been, the horse would have 
been Public Enemy No. 1, for its manure emits methane, a powerful greenhouse gas. 
 
In 1898, New York hosted the first international urban planning conference. The agenda was dominated by 
horse manure, because cities around the world were experiencing the same crisis. But no solution could be 
found. “Stumped by the crisis,” writes Eric Morris, “the urban planning conference declared its work 
fruitless and broke up in three days instead of the scheduled ten.” 
 
The world had seemingly reached the point where its largest cities could not survive without the horse but 
couldn’t survive with it, either. 
 
And then the problem vanished. It was neither government fiat nor divine intervention that did the trick. 
City dwellers did not rise up in some mass movement of altruism or self-restraint, surrendering all the 
benefits of horse power. The problem was solved by technological innovation. No, not the invention of a 
dung-less animal. The horse was kicked to the curb by the electric streetcar and the automobile, both of 
which were extravagantly cleaner and far more efficient. The automobile, cheaper to own and operate than 
a horse-drawn vehicle, was proclaimed “an environmental savior.” Cities around the world were able to 
take a deep breath—without holding their noses at last—and resume their march of progress. 
 
The story, unfortunately, does not end there. The solutions that saved the twentieth century seem to have 
imperiled the twenty-first, because the automobile and electric streetcar carried their own negative 
externalities. The carbon emissions spat out over the past century by more than 1 billion cars and 
thousands of coal-burning power plants seem to have warmed the earth’s atmosphere. Just as equine 
activity once threatened to stomp out civilization, there is now a fear that human activity will do the same. 
Martin Weitzman, an environmental economist at Harvard, argues there is a roughly 5 percent chance that 
global temperatures will rise enough to “effectively destroy planet Earth as we know it.” In some quarters—
the media, for instance, which never met a potential apocalypse it didn’t like—the fatalism runs even 
stronger. 
 
This is perhaps not very surprising. When the solution to a given problem doesn’t lay right before our eyes, 
it is easy to assume that no solution exists. But history has shown again and again that such assumptions are 
wrong. 
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This is not to say the world is perfect. Nor that all progress is always good. Even widespread societal gains 
inevitably produce losses for some people. That’s why the economist Joseph Schumpeter referred to 
capitalism as “creative destruction.” 
 
But humankind has a great capacity for finding technological solutions to seemingly intractable problems, 
and this will likely be the case for global warming. It isn’t that the problem isn’t potentially large. It’s just 
that human ingenuity—when given proper incentives—is bound to be larger. Even more encouraging, 
technological fixes are often far simpler, and therefore cheaper, than the doomsayers could have imagined. 
Indeed, in the final chapter of this book we’ll meet a band of renegade engineers who have developed not 
one but three global-warming fixes, any of which could be bought for less than the annual sales tally of all 
the Thoroughbred horses at Keeneland auction house in Kentucky. 
 
The value of horse manure, incidentally, has rebounded, so much so that the owners of one Massachusetts 
farm recently called the police to stop a neighbor from hauling it away. The neighbor claimed there was a 
misunderstanding, that he’d been given permission by the farm’s previous owner. But the current owner 
wouldn’t back down, demanding $600 for the manure. 
 
Who was this manure-loving neighbor? None other than Martin Weitzman, the economist with the grave 
global-warming prediction. 
 
“Congratulations,” one colleague wrote to Weitzman when the story hit the papers. “Most economists I 
know are net exporters of horseshit. And you are, it seems, a net importer.” 
 
  
 
The vanquishing of horse manure…the unintended consequences of cable TV…the perils of walking while 
drunk: what does any of this have to do with economics? 
 
Instead of thinking of such stories as “economics,” it is better to see them as illustrating “the economic 
approach.” That’s a phrase made popular by Gary Becker, the longtime University of Chicago economist 
who was awarded a Nobel Prize in 1992. In his acceptance lecture, he explained that the economic 
approach “does not assume that individuals are motivated solely by selfishness or gain. It is a method of 
analysis, not an assumption about particular motivations…. Behavior is driven by a much richer set of values 
and preferences.” 
 
Becker started his career studying topics that weren’t typically germane to economics: crime and 
punishment, drug addiction, the allocation of time, and the costs and benefits of marriage, child rearing, 
and divorce. Most of his colleagues wouldn’t go anywhere near such stuff. “For a long time,” he recalled, 
“my type of work was either ignored or strongly disliked by most of the leading economists. I was 
considered way out and perhaps not really an economist.” 
 
Well, if what Gary Becker was doing was “not really economics,” then we want to do it too. Truth be told, 
what Becker was doing was actually freakonomics—marrying the economic approach to a rogue, freakish 
curiosity—but the word hadn’t yet been invented. 
 
In his Nobel address, Becker suggested that the economic approach is not a subject matter, nor is it a 
mathematical means of explaining “the economy.” Rather, it is a decision to examine the world a bit 
differently. It is a systematic means of describing how people make decisions and how they change their 
minds; how they choose someone to love and marry, someone perhaps to hate and even kill; whether, 
coming upon a pile of money, they will steal from it, leave it alone, or even add to it; why they may fear one 
thing and yearn for something only slightly different; why they’ll punish one sort of behavior while 
rewarding a similar one. 
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How do economists describe such decisions? It usually begins by accumulating data, great gobs of it, which 
may have been generated on purpose or perhaps left behind by accident. A good set of data can go a long 
way toward describing human behavior as long as the proper questions are asked of it. Our job in this book 
is to come up with such questions. This will allow us to describe, for instance, how the typical oncologist or 
terrorist or college student behaves in a given situation, and why. 
 
Some people may feel uneasy about reducing the vagaries of human behavior to cold numerical 
probabilities. Who among us wants to describe ourselves as “typical”? If, for instance, you added up all the 
women and men on the planet, you would find that, on average, the typical adult human being has one 
breast and one testicle—and yet how many people fit that description? If your loved one was killed in a 
drunk-driving accident, what comfort is there in knowing that walking drunk is more dangerous? If you are 
the young Indian bride who is brutalized by her husband, what cheer can be had from learning that cable TV 
has empowered the typical Indian bride? 
 
These objections are good and true. But while there are exceptions to every rule, it’s also good to know the 
rule. In a complex world where people can be atypical in an infinite number of ways, there is great value in 
discovering the baseline. And knowing what happens on average is a good place to start. By so doing, we 
insulate ourselves from the tendency to build our thinking—our daily decisions, our laws, our governance—
on exceptions and anomalies rather than on reality. 
 
Cast an eye back for a moment to the summer months of 2001, which in the United States came to be 
known as the Summer of the Shark. The media brought us chilling tales of rampant shark carnage. The 
prime example was the story of Jessie Arbogast, an eight-year-old boy who was playing in the warm, 
shallow Gulf waves of Pensacola, Florida, when a bull shark ripped off his right arm and gorged a big piece 
of his thigh as well. Time magazine ran a cover package about shark attacks. Here is the lead of the main 
article: 
 
    Sharks come silently, without warning. There are three ways they strike: the hit-and-run, the bump-and-
bite and the sneak attack. The hit-and-run is the most common. The shark may see the sole of a swimmer’s 
foot, think it’s a fish and take a bite before realizing this isn’t its usual prey. 
 
Scared yet? 
 
A reasonable person might never go near the ocean again. But how many shark attacks do you think 
actually happened that year? 
 
Take a guess—and then cut your guess in half, and now cut it in half a few more times. During the entire 
year of 2001, around the world there were just 68 shark attacks, of which 4 were fatal. 
 
Not only are these numbers far lower than the media hysteria implied; they were also no higher than in 
earlier years or in the years to follow. Between 1995 and 2005, there were on average 60.3 worldwide shark 
attacks each year, with a high of 79 and a low of 46. There were on average 5.9 fatalities per year, with a 
high of 11 and a low of 3. In other words, the headlines during the summer of 2001 might just as easily have 
read “Shark Attacks About Average This Year.” But that probably wouldn’t have sold many magazines. 
 
So for a moment, instead of thinking about poor Jessie Arbogast and the tragedy he and his family faced, 
think of this: in a world with more than 6 billion people, only 4 of them died in 2001 from shark attacks. 
More people are probably run over each year by TV news vans. 
 
Elephants, meanwhile, kill at least 200 people every year. So why aren’t we petrified of them? Probably 
because most of their victims live in places far from the world’s media centers. It may also have something 
to do with the perceptions we glean from the movies. Friendly, entertaining elephants are a staple of 
children’s films (think Babar and Dumbo); sharks, meanwhile, are inevitably typecast as villains. If sharks 
had any legal connections whatsoever, they surely would have sued for an injunction against Jaws. 
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And yet the shark scare played out so relentlessly that summer of 2001, with such full-throated horror, that 
it didn’t quiet down until the terrorist attacks on September 11 at the World Trade Center and the 
Pentagon. Nearly 3,000 people were killed that day—some 2,500 more than have died from shark attacks 
since the first records were kept, in the late sixteenth century. 
 
So despite its shortcomings, thinking in terms of the typical does have its advantages. We have therefore 
done our best to tell stories in this book that rely on accumulated data rather than on individual anecdotes, 
glaring anomalies, personal opinions, emotional outbursts, or moral leanings. Some people may argue that 
statistics can be made to say anything, to defend indefensible causes or tell pet lies. But the economic 
approach aims for the opposite: to address a given topic with neither fear nor favor, letting numbers speak 
the truth. We don’t take sides. The introduction of TV, for instance, has substantially helped the women of 
rural India. This doesn’t mean we accept the power of TV as unerringly positive. As you will read in chapter 
3, the introduction of TV in the United States produced a devastating societal change. 
 
The economic approach isn’t meant to describe the world as any one of us might want it to be, or fear that 
it is, or pray that it becomes—but rather to explain what it actually is. Most of us want to fix or change the 
world in some fashion. But to change the world, you first have to understand it. 
 
  
 
As of this writing, we are roughly one year into a financial crisis that began with a subprime-mortgage binge 
in the United States and spread, like an extremely communicable disease, around the world. There will be 
hundreds, if not thousands, of books published on the topic. 
 
This is not one of them. 
 
Why? Mainly because the macroeconomy and its multitude of complex, moving parts is simply not our 
domain. After recent events, one might wonder if the macroeconomy is the domain of any economist. Most 
economists the public encounters are presented as oracles who can tell you, with alluring certainty, where 
the stock market or inflation or interest rates are heading. But as we’ve seen lately, such predictions are 
generally worthless. Economists have a hard enough time explaining the past, much less predicting the 
future. (They are still arguing over whether Franklin Delano Roosevelt’s policy moves quelled the Great 
Depression or exacerbated it!) They are not alone, of course. It seems to be part of the human condition to 
believe in our own predictive abilities—and, just as well, to quickly forget how bad our predictions turned 
out to be. 
 
So we have practically nothing to say in this book about what people call “the economy.” Our best defense 
(slim as it may be) is that the topics we do write about, while not directly connected to “the economy,” may 
give some insights into actual human behavior. Believe it or not, if you can understand the incentives that 
lead a schoolteacher or a sumo wrestler to cheat, you can understand how the subprime-mortgage bubble 
came to pass. 
 
The stories you will read are set in many realms, from the rarefied corridors of academia to the grimiest 
street corners. Many are based on Levitt’s recent academic research; others have been inspired by fellow 
economists as well as engineers and astrophysicists, psychotic killers and emergency-room doctors, 
amateur historians and transgender neuroscientists.* Most of the stories fall into one of two categories: 
things you always thought you knew but didn’t; and things you never knew you wanted to know but do. 
 
Many of our findings may not be all that useful, or even conclusive. But that’s all right. We are trying to start 
a conversation, not have the last word. Which means you may find a few things in the following pages to 
quarrel with. 
 
In fact, we’d be disappointed if you didn’t. 
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CHAPTER 1 
HOW IS A STREET PROSTITUTE LIKE A DEPARTMENT-STORE SANTA? 

  
One afternoon not long ago, on a welcoming cool day toward the end of summer, a twenty-nine-year-old 
woman named LaSheena sat on the hood of an SUV outside the Dearborn Homes, a housing project on the 
South Side of Chicago. She had a beaten-down look in her eyes but otherwise seemed youthful, her pretty 
face framed by straightened hair. She was dressed in a baggy black-and-red tracksuit, the kind she’d worn 
since she was a kid. Her parents rarely had money for new clothes, so she used to get her male cousins’ 
hand-me-downs, and the habit stuck. 
 
LaSheena was talking about how she earns her living. She described four main streams of income: 
“boosting,” “roosting,” cutting hair, and turning tricks. 
 
“Boosting,” she explained, is shoplifting and selling the swag. “Roosting” means serving as a lookout for the 
local street gang that sells drugs. She gets $8 for a boy’s haircut and $12 for a man’s. 
 
Which job is the worst of the four? 
 
“Turning tricks,” she says, with no hesitation. 
 
Why? 
 
“’Cause I don’t really like men. I guess it bothers me mentally.” 
 
And what if prostitution paid twice as much? 
 
“Would I do it more?” she asks. “Yeah!” 
 
  
 
Throughout history, it has invariably been easier to be male than female. Yes, this is an overgeneralization 
and yes, there are exceptions, but by any important measure, women have had it rougher than men. Even 
though men handled most of the warfare, hunting, and brute-force labor, women had a shorter life 
expectancy. Some deaths were more senseless than others. Between the thirteenth and nineteenth 
centuries, as many as 1 million European women, most of them poor and many of them widowed, were 
executed for witchcraft, taking the blame for bad weather that killed crops. 
 
Women have finally overtaken men in life expectancy, thanks mainly to medical improvements surrounding 
childbirth. In many countries, however, being female remains a serious handicap even in the twenty-first 
century. Young women in Cameroon have their breasts “ironed”—beaten or massaged by a wooden pestle 
or a heated coconut shell—to make them less sexually tempting. In China, foot binding has finally been 
done away with (after roughly one thousand years), but females are still far more likely than males to be 
abandoned after birth, to be illiterate, and to commit suicide. And women in rural India, as we wrote 
earlier, continue to face discrimination in just about every direction. 
 
But especially in the world’s developed nations, women’s lives have improved dramatically. There is no 
comparing the prospects of a girl in twenty-first-century America or Britain or Japan with her counterpart 
from a century or two earlier. In any arena you look—education, legal and voting rights, career 
opportunities, and so on—it is far better to be a woman today than at any other point in history. In 1872, 
the earliest year for which such statistics are available, 21 percent of college students in the United States 
were female. Today, that number is 58 percent and rising. It has truly been a stunning ascendancy. 
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And yet there is still a considerable economic price to pay for being a woman. For American women twenty-
five and older who hold at least a bachelor’s degree and work full-time, the national median income is 
about $47,000. Similar men, meanwhile, make more than $66,000, a premium of 40 percent. The same is 
true even for women who attend the nation’s elite universities. The economists Claudia Goldin and 
Lawrence Katz found that women who went to Harvard earned less than half as much as the average 
Harvard man. Even when the analysis included only full-time, full-year employees and controlled for college 
major, profession, and other variables, Goldin and Katz found that the Harvard women still earned about 30 
percent less than their male counterparts. 
 
What can possibly account for such a huge wage gap? 
 
There are a variety of factors. Women are more likely to leave the workforce or downshift their careers to 
raise a family. Even within high-paying occupations like medicine and law, women tend to choose 
specialties that pay less (general practitioner, for instance, or in-house counsel). And there is likely still a 
good amount of discrimination. This may range from the overt—denying a woman a promotion purely 
because she is not a man—to the insidious. A considerable body of research has shown that overweight 
women suffer a greater wage penalty than overweight men. The same is true for women with bad teeth. 
 
There are some biological wild cards as well. The economists Andrea Ichino and Enrico Moretti, analyzing 
personnel data from a large Italian bank, found that female employees under forty-five years old tended to 
miss work consistently on twenty-eight-day cycles. Plotting these absences against employee productivity 
ratings, the economists determined that this menstrual absenteeism accounted for 14 percent of the 
difference between female and male earnings at the bank. 
 
Or consider the 1972 U.S. law known as Title IX. While broadly designed to prohibit sex discrimination in 
educational settings, Title IX also required high schools and colleges to bring their women’s sports programs 
up to the level of their men’s programs. Millions of young women subsequently joined these new programs, 
and as the economist Betsey Stevenson discovered, girls who play high-school sports are more likely to 
attend college and land a solid job, especially in some of the high-skill fields traditionally dominated by men. 
That’s the good news. 
 
But Title IX also brought some bad news for women. When the law was passed, more than 90 percent of 
college women’s sports teams had female head coaches. Title IX boosted the appeal of such jobs: salaries 
rose and there was more exposure and excitement. Like the lowly peasant food that is “discovered” by the 
culinary elite and promptly migrates from roadside shacks into high-end restaurants, these jobs were soon 
snapped up by a new set of customers: men. These days, barely 40 percent of college women’s sports 
teams are coached by women. Among the most visible coaching jobs in women’s sports are those in the 
Women’s National Basketball Association (WNBA), founded thirteen years ago as a corollary to the men’s 
NBA. As of this writing, the WNBA has 13 teams and just 6 of them—again, fewer than 50 percent—are 
coached by women. This is actually an improvement from the league’s tenth anniversary season, when only 
3 of the 14 coaches were women. 
 
For all the progress women have made in the twenty-first-century labor market, the typical female would 
come out well ahead if she had simply had the foresight to be born male. 
 
  
 
There is one labor market women have always dominated: prostitution. 
 
Its business model is built upon a simple premise. Since time immemorial and all over the world, men have 
wanted more sex than they could get for free. So what inevitably emerges is a supply of women who, for 
the right price, are willing to satisfy this demand. 
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Today prostitution is generally illegal in the United States, albeit with a few exceptions and many 
inconsistencies in enforcement. In the early years of the nation, prostitution was frowned upon but not 
criminalized. It was during the Progressive Era, roughly from the 1890s to the 1920s, that this leniency 
ended. There was a public outcry against “white slavery,” in which thousands of women were imprisoned 
against their will to work as prostitutes. 
 
The white slavery problem turned out to be a wild exaggeration. The reality was perhaps scarier: rather 
than being forced into prostitution, women were choosing it for themselves. In the early 1910s, the 
Department of Justice conducted a census of 310 cities in 26 states to tally the number of prostitutes in the 
United States: “We arrive at the conservative figure of approximately 200,000 women in the regular army of 
vice.” 
 
At the time, the American population included 22 million women between the ages of fifteen and forty-
four. If the DOJ numbers are to be believed, 1 of every 110 women in that age range was a prostitute. But 
most prostitutes, about 85 percent, were in their twenties. In that age range, 1 of every 50 American 
women was a prostitute. 
 
The market was particularly strong in Chicago, which had more than a thousand known brothels. The mayor 
assembled a blue-ribbon Vice Commission, comprising religious leaders as well as civic, educational, legal, 
and medical authorities. Once they got their hands dirty, these good people realized they were up against 
an enemy even more venal than sex: economics. 
 
“Is it any wonder,” the commission declared, “that a tempted girl who receives only $6 per week working 
with her hands sells her body for $25 per week when she learns that there is demand for it and men are 
willing to pay the price?” 
 
Converted into today’s dollars, the $6-per-week shopgirl had an annual salary of only $6,500. The same 
woman who took up prostitution at $25 a week earned the modern equivalent of more than $25,000 a 
year. But the Vice Commission acknowledged that $25 per week was at the very low end of what Chicago 
prostitutes earned. A woman working in a “dollar house” (some brothels charged as little as 50 cents; 
others charged $5 or $10) took home an average weekly salary of $70, or the modern equivalent of about 
$76,000 annually. 
 
At the heart of the Levee, the South Side neighborhood that housed block after block of brothels, stood the 
Everleigh Club, which the Vice Commission described as “the most famous and luxurious house of 
prostitution in the country.” Its customers included business titans, politicians, athletes, entertainers, and 
even a few anti-prostitution crusaders. The Everleigh’s prostitutes, known as “butterfly girls,” were not only 
attractive, hygienic, and trustworthy, but also good conversationalists who could cite classical poetry if 
that’s what floated a particular gentleman’s boat. In the book Sin in the Second City, Karen Abbott reports 
that the Everleigh also offered sexual delicacies that weren’t available elsewhere—“French” style, for 
instance, commonly known today as oral sex. 
 
In an age when a nice dinner cost about $12 in today’s currency, the Everleigh’s customers were willing to 
pay the equivalent of $250 just to get into the club and $370 for a bottle of champagne. Relatively speaking, 
the sex was pretty cheap: about $1,250. 
 
Ada and Minna Everleigh, the sisters who ran the brothel, guarded their assets carefully. Butterflies were 
provided with a healthful diet, excellent medical care, a well-rounded education, and the best wage going: 
as much as $400 a week, or the modern equivalent of about $430,000 a year. 
 
To be sure, an Everleigh butterfly’s wages were off the charts. But why did even a typical Chicago prostitute 
one hundred years ago earn so much money? 
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The best answer is that wages are determined in large part by the laws of supply and demand, which are 
often more powerful than laws made by legislators. 
 
In the United States especially, politics and economics don’t mix well. Politicians have all sorts of reasons to 
pass all sorts of laws that, as well-meaning as they may be, fail to account for the way real people respond 
to real-world incentives. 
 
When prostitution was criminalized in the United States, most of the policing energy was directed at the 
prostitutes rather than their customers. This is pretty typical. As with other illicit markets—think about drug 
dealing or black-market guns—most governments prefer to punish the people who are supplying the goods 
and services rather than the people who are consuming them. 
 
But when you lock up a supplier, a scarcity is created that inevitably drives the price higher, and that entices 
more suppliers to enter the market. The U.S. “war on drugs” has been relatively ineffective precisely 
because it focuses on sellers and not buyers. While drug buyers obviously outnumber drug sellers, more 
than 90 percent of all prison time for drug convictions is served by dealers. 
 
Why doesn’t the public support punishing users? It may seem unfair to punish the little guy, the user, when 
he can’t help himself from partaking in vice. The suppliers, meanwhile, are much easier to demonize. 
 
But if a government really wanted to crack down on illicit goods and services, it would go after the people 
who demand them. If, for instance, men convicted of hiring a prostitute were sentenced to castration, the 
market would contract in a hurry. 
 
In Chicago some one hundred years ago, the risk of punishment fell almost entirely on the prostitute. 
Besides the constant threat of arrest, there was also the deep social stigma of prostitution. Perhaps the 
greatest penalty was that a woman who worked as a prostitute would never be able to find a suitable 
husband. Combine these factors and you can see that a prostitute’s wages had to be high to entice enough 
women to satisfy the strong demand. 
 
The biggest money, of course, was taken home by the women at the top of the prostitution pyramid. By the 
time the Everleigh Club was shut down—the Chicago Vice Commission finally got its way—Ada and Minna 
Everleigh had accumulated, in today’s currency, about $22 million. 
 
  
 
The mansion that housed the Everleigh Club is long gone. So is the entire Levee district. The very street grid 
where the Everleigh stood was wiped away in the 1960s, replaced by a high-rise housing project. 
 
But this is still the South Side of Chicago and prostitutes still work there—like LaSheena, in the black-and-
red tracksuit—although you can be pretty sure they won’t be quoting you any Greek poetry. 
 
LaSheena is one of the many street prostitutes Sudhir Venkatesh has gotten to know lately. Venkatesh, a 
sociologist at Columbia University in New York, spent his grad-school years in Chicago and still returns there 
regularly for research. 
 
When he first arrived, he was a naïve, sheltered, Grateful Dead–loving kid who’d grown up in laid-back 
California, eager to take the temperature of an intense town where race—particularly black and white—
played out with great zeal. Being neither black nor white (he was born in India) worked in Venkatesh’s 
favor, letting him slip behind the battle lines of both academia (which was overwhelmingly white) and the 
South Side ghettos (which were overwhelmingly black). Before long, he had embedded himself with a street 
gang that practically ran the neighborhood and made most of its money by selling crack cocaine. (Yes, it was 
Venkatesh’s research that figured prominently in the Freakonomics chapter about drug dealers, and yes, we 
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are back now for a second helping.) Along the way, he became an authority on the neighborhood’s 
underground economy, and when he was done with the drug dealers he moved on to the prostitutes. 
 
But an interview or two with a woman like LaSheena can reveal only so much. Anyone who wants to really 
understand the prostitution market needs to accumulate some real data. 
 
That’s easier said than done. Because of the illicit nature of the activity, standard data sources (think of 
census forms or tax rolls) are no help. Even when prostitutes have been surveyed directly in previous 
studies, the interviews are often conducted long after the fact and by the kind of agency (a drug-rehab 
center, for instance, or a church shelter) that doesn’t necessarily elicit impartial results. 
 
Moreover, earlier research has shown that when people are surveyed about stigmatizing behavior, they 
either downplay or exaggerate their participation, depending on what’s at stake or who is asking. 
 
Consider the Mexican welfare program Oportunidades. To get aid, applicants have to itemize their personal 
possessions and household goods. Once an applicant is accepted, a caseworker visits his home and learns 
whether the applicant was telling the truth. 
 
César Martinelli and Susan W. Parker, two economists who analyzed the data from more than 100,000 
Oportunidades clients, found that applicants routinely underreported certain items, including cars, trucks, 
video recorders, satellite TVs, and washing machines. This shouldn’t surprise anyone. People hoping to get 
welfare benefits have an incentive to make it sound like they are poorer than they truly are. But as 
Martinelli and Parker discovered, applicants overreported other items: indoor plumbing, running water, a 
gas stove, and a concrete floor. Why on earth would welfare applicants say they had these essentials when 
they didn’t? 
 
Martinelli and Parker attribute it to embarrassment. Even people who are poor enough to need welfare 
apparently don’t want to admit to a welfare clerk that they have a dirt floor or live without a toilet. 
 
Venkatesh, knowing that traditional survey methods don’t necessarily produce reliable results for a 
sensitive topic like prostitution, tried something different: real-time, on-the-spot data collection. He hired 
trackers to stand on street corners or sit in brothels with the prostitutes, directly observing some facets of 
their transactions and gathering more intimate details from the prostitutes as soon as the customers were 
gone. 
 
Most of the trackers were former prostitutes—an important credential because such women were more 
likely to get honest responses. Venkatesh also paid the prostitutes for participating in the study. If they 
were willing to have sex for money, he reasoned, surely they’d be willing to talk about having sex for 
money. And they were. Over the course of nearly two years, Venkatesh accumulated data on roughly 160 
prostitutes in three separate South Side neighborhoods, logging more than 2,200 sexual transactions. 
 
The tracking sheets recorded a considerable variety of data, including: 
 
        * The specific sexual act performed, and the duration of the trick 
        * Where the act took place (in a car, outdoors, or indoors) 
        * Amount received in cash 
        * Amount received in drugs 
        * The customer’s race 
        * The customer’s approximate age 
        * The customer’s attractiveness (10 = sexy, 1 = disgusting) 
        * Whether a condom was used 
        * Whether the customer was new or returning 
        * If it could be determined, whether the customer was married; employed; affiliated with a gang; from 
the neighborhood 
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        * Whether the prostitute stole from the customer 
        * Whether the customer gave the prostitute any trouble, violent or otherwise 
        * Whether the sex act was paid for, or was a “freebie” 
 
So what can these data tell us? 
 
Let’s start with wages. It turns out that the typical street prostitute in Chicago works 13 hours a week, 
performing 10 sex acts during that period, and earns an hourly wage of approximately $27. So her weekly 
take-home pay is roughly $350. This includes an average of $20 that a prostitute steals from her customers 
and acknowledges that some prostitutes accept drugs in lieu of cash—usually crack cocaine or heroin, and 
usually at a discount. Of all the women in Venkatesh’s study, 83 percent were drug addicts. 
 
Like LaSheena, many of these women took on other, non-prostitution work, which Venkatesh also tracked. 
Prostitution paid about four times more than those jobs. But as high as that wage premium may be, it looks 
pretty meager when you consider the job’s downsides. In a given year, a typical prostitute in Venkatesh’s 
study experienced a dozen incidents of violence. At least 3 of the 160 prostitutes who participated died 
during the course of the study. “Most of the violence by johns is when, for some reason, they can’t 
consummate or can’t get erect,” says Venkatesh. “Then he’s shamed—‘I’m too manly for you’ or ‘You’re too 
ugly for me!’ Then the john wants his money back, and you definitely don’t want to negotiate with a man 
who just lost his masculinity.” 
 
Moreover, the women’s wage premium pales in comparison to the one enjoyed by even the low-rent 
prostitutes from a hundred years ago. Compared with them, women like LaSheena are working for next to 
nothing. 
 
Why has the prostitute’s wage fallen so far? 
 
Because demand has fallen dramatically. Not the demand for sex. That is still robust. But prostitution, like 
any industry, is vulnerable to competition. 
 
Who poses the greatest competition to a prostitute? Simple: any woman who is willing to have sex with a 
man for free. 
 
It is no secret that sexual mores have evolved substantially in recent decades. The phrase “casual sex” didn’t 
exist a century ago (to say nothing of “friends with benefits”). Sex outside of marriage was much harder to 
come by and carried significantly higher penalties than it does today. 
 
Imagine a young man, just out of college but not ready to settle down, who wants to have some sex. In 
decades past, prostitution was a likely option. Although illegal, it was never hard to find, and the risk of 
arrest was minuscule. While relatively expensive in the short term, it provided good long-term value 
because it didn’t carry the potential costs of an unwanted pregnancy or a marriage commitment. At least 20 
percent of American men born between 1933 and 1942 had their first sexual intercourse with a prostitute. 
 
Now imagine that same young man twenty years later. The shift in sexual mores has given him a much 
greater supply of unpaid sex. In his generation, only 5 percent of men lose their virginity to a prostitute. And 
it’s not that he and his friends are saving themselves for marriage. More than 70 percent of the men in his 
generation have sex before they marry, compared with just 33 percent in the earlier generation. 
 
So premarital sex emerged as a viable substitute for prostitution. And as the demand for paid sex 
decreased, so too did the wage of the people who provide it. 
 
If prostitution were a typical industry, it might have hired lobbyists to fight against the encroachment of 
premarital sex. They would have pushed to have premarital sex criminalized or, at the very least, heavily 
taxed. When the steelmakers and sugar producers of America began to feel the heat of competition—in the 
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form of cheaper goods from Mexico, China, or Brazil—they got the federal government to impose tariffs 
that protected their homegrown products. 
 
Such protectionist tendencies are nothing new. More than 150 years ago, the French economist Frédéric 
Bastiat wrote “The Candlemakers’ Petition,” said to represent the interests of “the Manufacturers of 
Candles, Tapers, Lanterns, Candlesticks, Street Lamps, Snuffers, and Extinguishers” as well as “the Producers 
of Tallow, Oil, Resin, Alcohol, and Generally Everything Connected with Lighting.” 
 
These industries, Bastiat complained, “are suffering from the ruinous competition of a foreign rival who 
apparently works under conditions so far superior to our own for the production of light that he is flooding 
the domestic market with it at an incredibly low price.” 
 
Who was this dastardly foreign rival? 
 
“None other than the sun,” wrote Bastiat. He begged the French government to pass a law forbidding all 
citizens to allow sunlight to enter their homes. (Yes, his petition was a satire; in economists’ circles, this is 
what passes for radical high jinks.) 
 
Alas, the prostitution industry lacks a champion as passionate, even in jest, as Bastiat. And unlike the sugar 
and steel industries, it holds little sway in Washington’s corridors of power—despite, it should be said, its 
many, many connections with men of high government office. This explains why the industry’s fortunes 
have been so badly buffeted by the naked winds of the free market. 
 
  
 
Prostitution is more geographically concentrated than other criminal activity: nearly half of all Chicago 
prostitution arrests occur in less than one-third of 1 percent of the city’s blocks. What do these blocks have 
in common? They are near train stations and major roads (prostitutes need to be where customers can find 
them) and have a lot of poor residents—although not, as is common in most poor neighborhoods, an 
overabundance of female-headed households. 
 
This concentration makes it possible to take Venkatesh’s data and merge it with the Chicago Police 
Department’s citywide arrest data to estimate the scope of street prostitution citywide. The conclusion: in 
any given week, about 4,400 women are working as street prostitutes in Chicago, turning a combined 1.6 
million tricks a year for 175,000 different men. That’s about the same number of prostitutes who worked in 
Chicago a hundred years ago. Considering that the city’s population has grown by 30 percent since then, the 
per-capita count of street prostitutes has fallen significantly. One thing that hasn’t changed: for the 
customer at least, prostitution is only barely illegal. The data show that a man who solicits a street 
prostitute is likely to be arrested about once for every 1,200 visits. 
 
The prostitutes in Venkatesh’s study worked in three separate areas of the city: West Pullman, Roseland, 
and Washington Park. Most of these neighborhoods’ residents are African American, as are the prostitutes. 
West Pullman and Roseland, which adjoin each other, are working-class neighborhoods on the far South 
Side that used to be almost exclusively white (West Pullman was organized around the Pullman train 
factory). Washington Park has been a poor black neighborhood for decades. In all three areas, the race of 
the prostitutes’ clientele is mixed. 
 
Monday is easily the slowest night of the week for these prostitutes. Fridays are the busiest, but on 
Saturday night a prostitute will typically earn about 20 percent more than on Friday. 
 
Why isn’t the busiest night also the most profitable? Because the single greatest determinant of a 
prostitute’s price is the specific trick she is hired to perform. And for whatever reason, Saturday customers 
purchase more expensive services. Consider the four different sexual acts these prostitutes routinely 
performed, each with its own price tag: 
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It’s interesting to note that the price of oral sex has plummeted over time relative to “regular” sexual 
intercourse. In the days of the Everleigh Club, men paid double or triple for oral sex; now it costs less than 
half the price of intercourse. Why? 
 
True, oral sex imposes a lower cost on the prostitute because it eliminates the possibility of pregnancy and 
lessens the risk of sexually transmitted disease. (It also offers what one public-health scholar calls “ease of 
exit,” whereby a prostitute can hurriedly escape the police or a threatening customer.) But oral sex always 
had those benefits. What accounted for the price difference in the old days? 
 
The best answer is that oral sex carried a sort of taboo tax. At the time, it was considered a form of 
perversion, especially by religious-minded folks, since it satisfied the lust requirements of sex without 
fulfilling the reproductive requirements. The Everleigh Club was of course happy to profit from this taboo. 
Indeed, the club’s physician avidly endorsed oral sex because it meant higher profits for the establishment 
and less wear and tear on the butterflies. 
 
But as social attitudes changed, the price fell to reflect the new reality. This shift in preferences has not 
been confined to prostitution. Among U.S. teenagers, oral sex is on the rise while sexual intercourse and 
pregnancy have fallen. Some might call it coincidence (or worse), but we call it economics at work. 
 
The lower price for oral sex among prostitutes has been met by strong demand. Here is a breakdown of the 
market share of each sex act performed by the Chicago prostitutes: 
 
image 
 
Included in the “other” category are nude dancing, “just talk” (an extremely rare event, observed only a 
handful of times over more than two thousand transactions), and a variety of acts that are the complete 
opposite of “just talk,” so far out of bounds that they would tax the imagination of even the most creative 
reader. If nothing else, such acts suggest a prime reason that a prostitution market still thrives despite the 
availability of free sex: men hire prostitutes to do things a girlfriend or wife would never be willing to do. (It 
should also be said, however, that some of the most deviant acts in our sample actually include family 
members, with every conceivable combination of gender and generation.) 
 
Prostitutes do not charge all customers the same price. Black customers, for instance, pay on average about 
$9 less per trick than white customers, while Hispanic customers are in the middle. Economists have a name 
for the practice of charging different prices for the same product: price discrimination. 
 
In the business world, it isn’t always possible to price-discriminate. At least two conditions must be met: 
 
        * Some customers must have clearly identifiable traits that place them in the willing-to-pay-more 
category. (As identifiable traits go, black or white skin is a pretty good one.) 
        * The seller must be able to prevent resale of the product, thereby destroying any arbitrage 
opportunities. (In the case of prostitution, resale is pretty much impossible.) 
 
If these circumstances can be met, most firms will profit from price discriminating whenever they can. 
Business travelers know this all too well, because they routinely pay three times more for a last-minute 
airline ticket than the vacationer in the next seat. Women who pay for a salon haircut know it too, since 
they pay twice as much as men for what is pretty much the same haircut. Or consider the online health-care 
catalog Dr. Leonard’s, which sells a Barber Magic hair trimmer for $12.99 and, elsewhere on its site, the 
Barber Magic Trim-a-Pet hair trimmer for $7.99. The two products appear to be identical—but Dr. Leonard 
seems to think that people will spend more to trim their own hair than their pet’s. 
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How do the Chicago street prostitutes price-discriminate? As Venkatesh learned, they use different pricing 
strategies for white and black customers. When dealing with blacks, the prostitutes usually name the price 
outright to discourage any negotiation. (Venkatesh observed that black customers are more likely than 
whites to haggle—perhaps, he reasoned, because they’re more familiar with the neighborhood and 
therefore know the market better.) When doing business with white customers, meanwhile, the prostitute 
makes the man name a price, hoping for a generous offer. As evidenced by the black-white price differential 
in the data, this strategy seems to work pretty well. 
 
Other factors can knock down the price customers pay a Chicago prostitute. For instance: 
 
image 
 
The drug discount isn’t much of a shock considering that most of the prostitutes are drug addicts. The 
outdoors discount is partially a time discount because tricks performed outdoors tend to be faster. But also, 
prostitutes charge more for an indoor trick because they usually have to pay for the indoor space. Some 
women rent a bedroom in someone’s home or keep a mattress in the basement; others use a cheap motel 
or a dollar store that has closed for the night. 
 
The small discount for condom use is surprising. Even more surprising is how seldom condoms are used: less 
than 25 percent of the time even when counting only vaginal and anal sex. (New customers were more 
likely to use condoms than repeat customers; black customers were less likely than others.) A typical 
Chicago street prostitute could expect to have about 300 instances of unprotected sex a year. The good 
news, according to earlier research, is that men who use street prostitutes have a surprisingly low rate of 
HIV infection, less than 3 percent. (The same is not true for male customers who hire male prostitutes; their 
rate is above 35 percent.) 
 
So a lot of factors influence a prostitute’s pricing: the act itself, certain customer characteristics, even the 
location. 
 
But amazingly, prices at a given location are virtually the same from one prostitute to the next. You might 
think one woman would charge more than another who is less desirable. But that rarely happens. Why? 
 
The only sensible explanation is that most customers view the women as what economists call perfect 
substitutes, or commodities that are easily interchanged. Just as a shopper in a grocery store may see one 
bunch of bananas as pretty much identical to the rest, the same principle seems to hold true for the men 
who frequent this market. 
 
  
 
One surefire way for a customer to get a big discount is to hire the prostitute directly rather than dealing 
with a pimp. If he does, he’ll get the same sex act for about $16 less. 
 
This estimate is based on data from the prostitutes in Roseland and West Pullman. The two neighborhoods 
are located next to each other and are similar in most regards. But in West Pullman, the prostitutes used 
pimps, whereas those in Roseland did not. West Pullman is slightly more residential, which creates 
community pressure to keep prostitutes off the streets. Roseland, meanwhile, has more street-gang 
activity. Even though Chicago’s gangs don’t typically get involved in pimping, they don’t want anyone else 
horning in on their black-market economy. 
 
This key difference allows us to measure the impact of the pimp (henceforth known as the pimpact). But 
first, here’s an important question: how can we be sure the two populations of prostitutes are in fact 
comparable? Perhaps the prostitutes who work with pimps have different characteristics than the others. 
Maybe they’re savvier or less drug addicted. If that were the case, we’d merely be measuring two different 
populations of women rather than the pimpact. 
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But as it happened, many of the women in Venkatesh’s study went back and forth between the two 
neighborhoods, sometimes working with a pimp and sometimes solo. This enabled us to analyze the data in 
such a way that isolates the pimpact. 
 
As just noted, customers pay about $16 more if they go through a pimp. But the customers who use pimps 
also tend to buy more expensive services—no manual stimulation for these gents—which further bumps up 
the women’s wages. So even after the pimps take their typical 25 percent commission, the prostitutes earn 
more money while turning fewer tricks: 
 
image 
 
The secret to the pimps’ success is that they go after a different clientele than the street prostitutes can get 
on their own. As Venkatesh learned, the pimps in West Pullman spent a lot of their time recruiting 
customers, mostly white ones, in downtown strip clubs and the riverboat casinos in nearby Indiana. 
 
But as the data show, the pimpact goes well beyond producing higher wages. A prostitute who works with a 
pimp is less likely to be beaten up by a customer or forced into giving freebies to gang members. 
 
So if you are a street prostitute in Chicago, using a pimp looks to be all upside. Even after paying the 
commission, you come out ahead on just about every front. If only every agent in every industry provided 
this kind of value. 
 
Consider a different sales environment: residential real estate. Just as you can sell your body with or 
without the aid of a pimp, you can sell your house with or without a Realtor. While Realtors charge a much 
lower commission than the pimps—about 5 percent versus 25 percent—the Realtor’s cut is usually in the 
tens of thousands of dollars for a single sale. 
 
So do Realtors earn their pay? 
 
Three economists recently analyzed home-sales data in Madison, Wisconsin, which has a thriving for-sale-
by-owner market (or FSBO, pronounced “FIZZ-bo”). This revolves around the website FSBOMadison.com, 
which charges homeowners $150 to list a house, with no commission when the home is sold. By comparing 
FSBO sales in Madison with Realtor-sold homes in Madison along several dimensions-price, house and 
neighborhood characteristics, time on market, and so on—the economists were able to gauge the Realtor’s 
impact (or, in the interest of symmetry, the Rimpact). 
 
What did they find? 
 
The homes sold on FSBOMadison.com typically fetched about the same price as the homes sold by Realtors. 
That doesn’t make the Realtors look very good. Using a Realtor to sell a $400,000 house means paying a 
commission of about $20,000—versus just $150 to FSBOMadison.com. (Another recent study, meanwhile, 
found that flat-fee real-estate agents, who typically charge about $500 to list a house, also get about the 
same price as full-fee Realtors.) 
 
But there are some important caveats. In exchange for the 5 percent commission, someone else does all the 
work for you. For some home sellers, that’s well worth the price. It’s also hard to say if the Madison results 
would hold true in other cities. Furthermore, the study took place during a strong housing market, which 
probably makes it easier to sell a home yourself. Also, the kind of people who choose to sell their houses 
without a Realtor may have a better business head to start with. Finally, even though the FSBO homes sold 
for the same average price as those sold by Realtors, they took twenty days longer to sell. But most people 
would probably consider it worth $20,000 to live in their old home for an extra twenty days. 
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A Realtor and a pimp perform the same primary service: marketing your product to potential customers. As 
this study shows, the Internet is proving to be a pretty powerful substitute for the Realtor. But if you’re 
trying to sell street prostitution, the Internet isn’t very good—not yet, at least—at matching sellers to 
buyers. 
 
So once you consider the value you get for each of these two agents, it seems clear that a pimp’s services 
are considerably more valuable than a Realtor’s. Or, for those who prefer their conclusions rendered 
mathematically: 
 
PIMPACT > RIMPACT 
 
During Venkatesh’s study, six pimps managed the prostitution in West Pullman, and he got to know each of 
them. They were all men. In the old days, prostitution rings in even the poorest Chicago neighborhoods 
were usually run by women. But men, attracted by the high wages, eventually took over—yet another 
example in the long history of men stepping in to outearn women. 
 
These six pimps ranged in age from their early thirties to their late forties and “were doing pretty well,” 
Venkatesh says, making roughly $50,000 a year. Some also held legit jobs—car mechanic or store 
manager—and most owned their homes. None were drug addicts. 
 
One of their most important roles was handling the police. Venkatesh learned that the pimps had a good 
working relationship with the police, particularly with one officer, named Charles. When he was new on the 
beat, Charles harassed and arrested the pimps. But this backfired. “When you arrest the pimps, there’ll just 
be fighting to replace them,” Venkatesh says, “and the violence is worse than the prostitution.” 
 
So instead, Charles extracted some compromises. The pimps agreed to stay away from the park when kids 
were playing there, and to keep the prostitution hidden. In return, the police would leave the pimps alone—
and, importantly, they wouldn’t arrest the prostitutes either. Over the course of Venkatesh’s study, there 
was only one official arrest of a prostitute in an area controlled by pimps. Of all the advantages a prostitute 
gained by using a pimp, not getting arrested was one of the biggest. 
 
But you don’t necessarily need a pimp to stay out of jail. The average prostitute in Chicago will turn 450 
tricks before she is arrested, and only 1 in 10 arrests leads to a prison sentence. 
 
It’s not that the police don’t know where the prostitutes are. Nor have the police brass or mayor made a 
conscious decision to let prostitution thrive. Rather, this is a graphic example of what economists call the 
principal-agent problem. That’s what happens when two parties in a given undertaking seem to have the 
same incentives but in fact may not. 
 
In this case, you could think of the police chief as the principal. He would like to curtail street prostitution. 
The cop on the street, meanwhile, is the agent. He may also want to curtail prostitution, at least in theory, 
but he doesn’t have a very strong incentive to actually make arrests. As some officers see it, the prostitutes 
offer something far more appealing than just another arrest tally: sex. 
 
This shows up loud and clear in Venkatesh’s study. Of all the tricks turned by the prostitutes he tracked, 
roughly 3 percent were freebies given to police officers. 
 
The data don’t lie: a Chicago street prostitute is more likely to have sex with a cop than to be arrested by 
one. 
 
  
 
It would be hard to overemphasize how undesirable it is to be a street prostitute—the degradation, the risk 
of disease, the nearly constant threat of violence. 
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Nowhere were the conditions as bad as in Washington Park, the third neighborhood in Venkatesh’s study, 
which lies about six miles north of Roseland and West Pullman. It is more economically depressed and less 
accessible to outsiders, especially whites. The prostitution is centered around four locations: two large 
apartment buildings, a five-block stretch of busy commercial street, and in the park itself, a 372-acre 
landmark designed in the 1870s by Frederick Law Olmsted and Calvert Vaux. The prostitutes in Washington 
Park work without pimps, and they earn the lowest wages of any prostitutes in Venkatesh’s study. 
 
This might lead you to think that such women would rather be doing anything else but turning tricks. But 
one feature of a market economy is that prices tend to find a level whereby even the worst conceivable job 
is worth doing. As bad off as these women are, they would seem to be worse off without prostitution. 
 
Sound absurd? 
 
The strongest evidence for this argument comes from an unlikely source: the long-loved American tradition 
known as the family reunion. Every summer around the Fourth of July holiday, Washington Park is thronged 
with families and other large groups who get together for cookouts and parties. For some of these visitors, 
catching up with Aunt Ida over lemonade isn’t quite stimulating enough. It turns out that the demand for 
prostitutes in Washington Park skyrockets every year during this period. 
 
And the prostitutes do what any good entrepreneur would do: they raise prices by about 30 percent and 
work as much overtime as they can handle. 
 
Most interestingly, this surge in demand attracts a special kind of worker—a woman who steers clear of 
prostitution all year long but, during this busy season, drops her other work and starts turning tricks. Most 
of these part-time prostitutes have children and take care of their households; they aren’t drug addicts. But 
like prospectors at a gold rush or Realtors during a housing boom, they see the chance to cash in and jump 
at it. 
 
As for the question posed in this chapter’s title—How is a street prostitute like a department-store Santa?—
the answer should be obvious: they both take advantage of short-term job opportunities brought about by 
holiday spikes in demand. 
 
  
 
We’ve already established that demand for prostitutes is far lower today than it was sixty years ago (if 
offset a bit by holiday surges), in large part because of the feminist revolution. 
 
If you found that surprising, consider an even more unlikely victim of the feminist revolution: 
schoolchildren. 
 
Teaching has traditionally been dominated by women. A hundred years ago, it was one of the few jobs 
available to women that didn’t involve cooking, cleaning, or other menial labor. (Nursing was another such 
profession, but teaching was far more prominent, with six teachers for every nurse.) At the time, nearly 6 
percent of the female workforce were teachers, trailing only laborers (19 percent), servants (16 percent), 
and laundresses (6.5 percent). And by a large margin it was the job of choice among college graduates. As of 
1940, an astonishing 55 percent of all college-educated female workers in their early thirties were 
employed as teachers. 
 
Soon after, however, opportunities for smart women began to multiply. The Equal Pay Act of 1963 and the 
Civil Rights Act of 1964 were contributing factors, as was the societal shift in the perception of women’s 
roles. As more girls went off to college, more women emerged ready to join the workforce, especially in the 
desirable professions that had been largely off-limits: law, medicine, business, finance, and so on. (One of 
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the unsung heroes of this revolution was the widespread use of baby formula, which allowed new mothers 
to get right back to work.) 
 
These demanding, competitive professions offered high wages and attracted the best and brightest women 
available. No doubt many of these women would have become schoolteachers had they been born a 
generation earlier. 
 
But they didn’t. As a consequence, the schoolteacher corps began to experience a brain drain. In 1960, 
about 40 percent of female teachers scored in the top quintile of IQ and other aptitude tests, with only 8 
percent in the bottom. Twenty years later, fewer than half as many were in the top quintile, with more than 
twice as many in the bottom. It hardly helped that teachers’ wages were falling significantly in relation to 
those of other jobs. “The quality of teachers has been declining for decades,” the chancellor of New York 
City’s public schools declared in 2000, “and no one wants to talk about it.” 
 
This isn’t to say that there aren’t still a lot of great teachers. Of course there are. But overall teacher skill 
declined during these years, and with it the quality of classroom instruction. Between 1967 and 1980, U.S. 
test scores fell by about 1.25 grade-level equivalents. The education researcher John Bishop called this 
decline “historically unprecedented,” arguing that it put a serious drag on national productivity that would 
continue well into the twenty-first century. 
 
But at least things worked out well for the women who went into other professions, right? 
 
Well, sort of. As we wrote earlier, even the best-educated women earn less than their male counterparts. 
This is especially true in the high-flying financial and corporate sectors—where, moreover, women are 
vastly underrepresented. The number of female CEOs has increased roughly eightfold in recent years, but 
women still hold less than 1.5 percent of all CEO positions. Among the top fifteen hundred companies in the 
United States, only about 2.5 percent of the highest-paying executive positions are held by women. This is 
especially surprising given that women have earned more than 30 percent of all the master’s in business 
administration (MBA) degrees at the nation’s top colleges over the past twenty-five years. Their share today 
is at its highest yet, 43 percent. 
 
The economists Marianne Bertrand, Claudia Goldin, and Lawrence Katz tried to solve this wage-gap puzzle 
by analyzing the career outcomes of more than 2,000 male and female MBAs from the University of 
Chicago. 
 
Their conclusion: while gender discrimination may be a minor contributor to the male-female wage 
differential, it is desire—or the lack thereof—that accounts for most of the wage gap. The economists 
identified three main factors: 
 
        * Women have slightly lower GPAs than men and, perhaps more important, they take fewer finance 
courses. All else being equal, there is a strong correlation between a finance background and career 
earnings. 
        * Over the first fifteen years of their careers, women work fewer hours than men, 52 per week versus 
58. Over fifteen years, that six-hour difference adds up to six months’ less experience. 
        * Women take more career interruptions than men. After ten years in the workforce, only 10 percent 
of male MBAs went for six months or more without working, compared with 40 percent of female MBAs. 
 
The big issue seems to be that many women, even those with MBAs, love kids. The average female MBA 
with no children works only 3 percent fewer hours than the average male MBA. But female MBAs with 
children work 24 percent less. “The pecuniary penalties from shorter hours and any job discontinuity among 
MBAs are enormous,” the three economists write. “It appears that many MBA mothers, especially those 
with well-off spouses, decided to slow down within a few years following their first birth.” 
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This is a strange twist. Many of the best and brightest women in the United States get an MBA so they can 
earn high wages, but they end up marrying the best and brightest men, who also earn high wages—which 
affords these women the luxury of not having to work so much. 
 
Does this mean the women’s investment of time and money in pursuing an MBA was poorly spent? Maybe 
not. Perhaps they never would have met such husbands if they hadn’t gone to business school. 
 
There’s one more angle to consider when examining the male-female wage gap. Rather than interpreting 
women’s lower wages as a failure, perhaps it should be seen as a sign that a higher wage simply isn’t as 
meaningful an incentive for women as it is for men. Could it be that men have a weakness for money just as 
women have a weakness for children? 
 
Consider a recent pair of experiments in which young men and women were recruited to take an SAT-style 
math test with twenty questions. In one version, every participant was paid a flat rate, $5 for showing up 
and another $15 for completing the test. In the second version, participants were paid the $5 show-up fee 
and another $2 for each correct answer. 
 
How’d they do? 
 
In the flat-rate version, the men performed only slightly better, getting 1 more correct answer out of 20 
than the women. But in the cash-incentive version, the men blew away the women. The women’s 
performance barely budged when compared with the flat-rate version, whereas the average man scored an 
extra 2 correct questions out of the 20. 
 
  
 
Economists do the best they can by assembling data and using complex statistical techniques to tease out 
the reasons why women earn less than men. The fundamental difficulty, however, is that men and women 
differ in so many ways. What an economist would really like to do is perform an experiment, something like 
this: take a bunch of women and clone male versions of them; do the reverse for a bunch of men; now sit 
back and watch. By measuring the labor outcomes of each gender group against their own clones, you could 
likely gain some real insights. 
 
Or, if cloning weren’t an option, you could take a bunch of women, randomly select half of them, and 
magically switch their gender to male, leaving everything else about them the same, and do the opposite 
with a bunch of men. 
 
Unfortunately, economists aren’t allowed to conduct such experiments. (Yet.) But individuals can if they 
want to. It’s called a sex-change operation. 
 
So what happens when a man decides to employ surgery and hormone therapy to live as a woman (a so-
called MTF, or male-to-female transgender) or when a woman decides to live as a man (an FTM, or female-
to-male)? 
 
Ben Barres, a Stanford neurobiologist, was born Barbara Barres and became a man in 1997, at the age of 
forty-two. Neurobiology, like most math and science disciplines, is heavily populated by men. His decision 
“came as a surprise to my colleagues and students,” he notes, but they “have all been terrific about it.” 
Indeed, his intellectual stature seems to have increased. Once, after Barres gave a seminar, a fellow 
scientist turned to a friend of Barres’s in the audience and issued this left-handed compliment: “Ben 
Barres’s work is much better than his sister’s.” But Barres doesn’t have a sister; the commenter was 
slighting Barres’s former, female self. 
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“It is much harder for men to transition to women than for women to transition to men,” Barres admits. 
The problem, he says, is that males are presumed to be competent in certain fields—especially areas like 
science and finance—while females are not. 
 
On the other hand, consider Deirdre McCloskey, a prominent economist at the University of Illinois at 
Chicago. She was born a male, Donald, and decided to become a woman in 1995, at the age of fifty-three. 
Economics, like neuroscience, is a heavily male field. “I was prepared to move to Spokane and become a 
secretary in a grain elevator,” she says. That proved unnecessary, but McCloskey did “detect a queerness 
penalty toward me in some of the economics profession. I reckon I’d make a little more money now if I 
were still Donald.” 
 
McCloskey and Barres are just two data points. A pair of researchers named Kristen Schilt and Matthew 
Wiswall wanted to systematically examine what happens to the salaries of people who switched gender as 
adults. It is not quite the experiment we proposed above—after all, the set of folks who switch gender 
aren’t exactly a random sample, nor are they the typical woman or man before or after—but still, the 
results are intriguing. Schilt and Wiswall found that women who become men earn slightly more money 
after their gender transitions, while men who become women make, on average, nearly one-third less than 
their previous wage. 
 
Their conclusion comes with a number of caveats. For starters, the sample set was very small: just fourteen 
MTFs and twenty-four FTMs. Furthermore, the people they studied were mainly recruited at transgender 
conferences. That puts them in the category of what Deirdre McCloskey calls “professional gender 
crossers,” who aren’t necessarily representative. 
 
“One could easily believe,” she says, “that people who do not just become women and then get on with 
their lives, but keep looking back, are not going to be the most successful people in the workplace.” (She 
may have changed gender, but once an economist, always an economist.) 
 
  
 
Back in Chicago, in a chic neighborhood just a few miles from where the street prostitutes work, lives 
someone who was born female, stayed that way, and makes more money than she ever thought possible. 
 
She grew up in a large and largely dysfunctional family in Texas and left home to join the military. She 
trained in electronics and worked in research and development on navigation systems. When she rejoined 
the civilian world seven years later, she took a job in computer programming with one of the world’s largest 
corporations. She made a solid five-figure salary and married a man who earned well into six figures as a 
mortgage broker. Her life was a success, but it was also-well, it was boring. 
 
She got divorced (the couple had no children) and moved back to Texas, in part to help care for a sick 
relative. Working once again as a computer programmer, she remarried but this marriage also failed. 
 
Her career wasn’t going much better. She was smart, capable, technically sophisticated, and she also 
happened to be physically attractive, a curvaceous and friendly blonde whose attributes were always well 
appreciated in her corporate setting. But she just didn’t like working all that hard. So she became an 
entrepreneur, launching a one-woman business that enabled her to work just ten or fifteen hours a week 
and earn five times her old salary. Her name is Allie, and she is a prostitute. 
 
She fell into the profession by accident, or at least on a lark. Her family was devout Southern Baptist, and 
Allie had grown up “very straitlaced,” she says. As an adult, she was the same. “You know, yard-of-the-
month in the suburbs, no more than two beers a night and never before seven.” But as a young divorcée, 
she started visiting online dating sites—she liked men, and she liked sex—and just for fun listed “escort” on 
her profile. “I mean, it was so instantaneous,” she recalls. “I just thought I’d put it up and see what 
happens.” 
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Her computer was instantly flooded with replies. “I started hitting minimize, minimize, minimize, just so I 
could keep up!” 
 
She arranged to meet a man at two o’clock on a weekday afternoon at a hotel, in the southwest corner of 
its parking lot. He’d be driving a black Mercedes. Allie had no idea what to charge. She was thinking about 
$50. 
 
He was a dentist—physically unintimidating, married, and perfectly kind. Once inside the room, Allie 
undressed nervously. She can no longer recall the particulars of the sex (“it’s all a big blur by this point,” she 
says) but does remember that “it was nothing really kinky or anything.” 
 
When they were done, the man put some money on the dresser. “You’ve never done this before, have 
you?” he asked. 
 
Allie tried to fib, but it was useless. 
 
“Okay,” he said, “this is what you need to do.” He began to lecture her. She had to be more careful; she 
shouldn’t be willing to meet a stranger in a parking lot; she needed to know something in advance about 
her clients. 
 
“He was the perfect first date,” Allie says. “To this day, I remain grateful.” 
 
Once he left the room, Allie counted the cash on the dresser: $200. “I’d been giving it away for years, and so 
the fact that someone was going to give me even a penny—well, that was shocking.” 
 
She was immediately tempted to take up prostitution full-time, but she was worried her family and friends 
would find out. So she eased into it, booking mainly out-of-town liaisons. She curtailed her programming 
hours but even so found the job stultifying. That’s when she decided to move to Chicago. 
 
Yes, it was a big city, which Allie found intimidating, but unlike New York or Los Angeles, it was civil enough 
to make a southern girl feel at home. She built a website (those computer skills came in handy) and, 
through intensive trial and error, determined which erotic-services sites would help her attract the right 
kind of client and which ones would waste her ad dollars. (The winners were Eros.com and BigDoggie.net.) 
 
Running a one-woman operation held several advantages, the main one being that she didn’t have to share 
her revenues with anyone. In the old days, Allie probably would have worked for someone like the Everleigh 
sisters, who paid their girls handsomely but took enough off the top to make themselves truly rich. The 
Internet let Allie be her own madam and accumulate the riches for herself. Much has been said of the 
Internet’s awesome ability to “disintermediate”—to cut out the agent or middleman—in industries like 
travel, real estate, insurance, and the sale of stocks and bonds. But it is hard to think of a market more 
naturally suited to disintermediation than high-end prostitution. 
 
The downside was that Allie had no one but herself to screen potential clients and ensure they wouldn’t 
beat her up or rip her off. She hit upon a solution that was as simple as it was smart. When a new client 
contacted her online, she wouldn’t book an appointment until she had secured his real name and his work 
telephone number. Then she’d call him the morning of their date, ostensibly just to say how excited she was 
to meet him. 
 
But the call also acknowledged that she could reach him at will and, if something were to go wrong, she 
could storm his office. “Nobody wants to see the ‘crazy ho’ routine,” she says with a smile. To date, Allie has 
resorted to this tactic only once, after a client paid her in counterfeit cash. When Allie visited his office, he 
promptly located some real money. 
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She saw clients in her apartment, mainly during the day. Most of them were middle-aged white men, 80 
percent of whom were married, and they found it easier to slip off during work hours than explain an 
evening absence. Allie loved having her evenings free to read, go to the movies, or just relax. She set her fee 
at $300 an hour—that’s what most other women of her caliber seemed to be charging—with a few discount 
options: $500 for two hours or $2,400 for a twelve-hour sleepover. About 60 percent of her appointments 
were for a single hour. 
 
Her bedroom—“my office,” she calls it with a laugh—is dominated by a massive Victorian four-poster, its 
carved mahogany pillars draped with an off-white silk crepe. It is not the easiest bed to mount. When asked 
if any of her clients have difficulty doing so, she confesses that one portly gentleman actually broke the bed 
not long ago. 
 
What did Allie do? 
 
“I told him that the damn thing was already broken, and I was sorry I hadn’t gotten it fixed.” 
 
She is the kind of person who sees something good in everyone—and this, she believes, has contributed to 
her entrepreneurial success. She genuinely likes the men who come to her, and the men therefore like Allie 
even beyond the fact that she will have sex with them. Often, they bring gifts: a $100 gift certificate from 
Amazon.com; a nice bottle of wine (she Googles the label afterward to determine the value); and, once, a 
new MacBook. The men sweet-talk her, and compliment her looks or the decor. They treat her, in many 
ways, as men are expected to treat their wives but often don’t. 
 
Most women of Allie’s pay grade call themselves “escorts.” When Allie discusses her friends in the business, 
she simply calls them “girls.” But she isn’t fussy. “I like hooker, I like whore, I like them all,” she says. “Come 
on, I know what I do, so I’m not trying to butter it up.” Allie mentions one friend whose fee is $500 an hour. 
“She thinks she’s nothing like the girls on the street giving blow jobs for $100, and I’m like, ‘Yes, honey, 
you’re the same damn thing.’” 
 
About this, Allie is likely wrong. Although she views herself as similar to a street prostitute, she has less in 
common with that kind of woman than she does with a trophy wife. Allie is essentially a trophy wife who is 
rented by the hour. She isn’t really selling sex, or at least not sex alone. She sells men the opportunity to 
trade in their existing wives for a younger, more sexually adventurous version—without the trouble and 
long-term expense of actually having to go through with it. For an hour or two, she represents the ideal 
wife: beautiful, attentive, smart, laughing at your jokes and satisfying your lust. She is happy to see you 
every time you show up at her door. Your favorite music is already playing and your favorite beverage is on 
ice. She will never ask you to take out the trash. 
 
Allie says she is “a little more liberal” than some prostitutes when it comes to satisfying a client’s unusual 
request. There was, for instance, the fellow back in Texas who still flew her in regularly and asked her to 
incorporate some devices he kept in a briefcase in a session most people wouldn’t even recognize as sex per 
se. But she categorically insists that her clients wear a condom. 
 
What if a client offered her $1 million to have sex without a condom? 
 
Allie pauses to consider this question. Then, exhibiting a keen understanding of what economists call 
adverse selection, she declares that she still wouldn’t do it—because any client crazy enough to offer $1 
million for a single round of unprotected sex must be so crazy that he should be avoided at all costs. 
 
When she started out in Chicago, at $300 an hour, the demand was nearly overwhelming. She took on as 
many clients as she could physically accommodate, working roughly thirty hours a week. She kept that up 
for a while, but once she paid off her car and built up some cash reserves, she scaled back to fifteen hours a 
week. 
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Even so, she began to wonder if one hour of her time was more valuable to her than another $300. As it 
was, a fifteen-hour workload generated more than $200,000 a year in cash. 
 
Eventually she raised her fee to $350 an hour. She expected demand to fall, but it didn’t. So a few months 
later, she raised it to $400. Again, there was no discernible drop-off in demand. Allie was a bit peeved with 
herself. Plainly she had been charging too little the whole time. But at least she was able to strategically 
exploit her fee change by engaging in a little price discrimination. She grandfathered in her favorite clients 
at the old rate but told her less-favorite clients that an hour now cost $400—and if they balked, she had a 
handy excuse to cut them loose. There were always more where they came from. 
 
It wasn’t long before she raised her fee again, to $450 an hour, and a few months later to $500. In the space 
of a couple of years, Allie had increased her price by 67 percent, and yet she saw practically no decrease in 
demand. 
 
Her price hikes revealed another surprise: the more she charged, the less actual sex she was having. At $300 
an hour, she had a string of one-hour appointments with each man wanting to get in as much action as he 
could. But charging $500 an hour, she was often wined and dined—“a four-hour dinner date that ends with 
a twenty-minute sexual encounter,” she says, “even though I was the same girl, dressed the same, and had 
the same conversations as when I charged $300.” 
 
She figured she may have just been profiting from a strong economy. This was during 2006 and 2007, which 
were go-go years for many of the bankers, lawyers, and real-estate developers she saw. But Allie had found 
that most people who bought her services were, in the language of economics, price insensitive. Demand 
for sex seemed relatively uncoupled from the broader economy. 
 
Our best estimate is that there are fewer than one thousand prostitutes like Allie in Chicago, either working 
solo or for an escort service. Street prostitutes like LaSheena might have the worst job in America. But for 
elite prostitutes like Allie, the circumstances are completely different: high wages, flexible hours, and 
relatively little risk of violence or arrest. So the real puzzle isn’t why someone like Allie becomes a 
prostitute, but rather why more women don’t choose this career. 
 
Certainly, prostitution isn’t for every woman. You have to like sex enough, and be willing to make some 
sacrifices, like not having a husband (unless he is very understanding, or very greedy). Still, these negatives 
just might not seem that important when the wage is $500 an hour. Indeed, when Allie confided to one 
longtime friend that she had become a prostitute and described her new life, it was only a few weeks 
before the friend joined Allie in the business. 
 
Allie has never had any trouble with the police, and doesn’t expect to. The truth is that she would be 
distraught if prostitution were legalized, because her stratospherically high wage stems from the fact that 
the service she provides cannot be gotten legally. 
 
  
 
Allie had mastered her domain. She was a shrewd entrepreneur who kept her overhead low, maintained 
quality control, learned to price-discriminate, and understood well the market forces of supply and demand. 
She also enjoyed her work. 
 
But all that said, Allie began looking for an exit strategy. She was in her early thirties by now and, while still 
attractive, she understood that her commodity was perishable. She felt sorry for older prostitutes who, like 
aging athletes, didn’t know when to quit. (One such athlete, a future Hall of Fame baseball player, had 
propositioned Allie while she was vacationing in South America, not knowing that she was a professional. 
Allie declined, uninterested in a busman’s holiday.) 
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She had also grown tired of living a secret life. Her family and friends didn’t know she was a prostitute, and 
the constant deception wore her out. The only people with whom she could be unguarded were other girls 
in the business, and they weren’t her closest friends. 
 
She had saved money but not enough to retire. So she began casting about for her next career. She got her 
real-estate license. The housing boom was in full swing, and it seemed pretty simple to transition out of her 
old job and into the new, since both allowed a flexible schedule. But too many other people had the same 
idea. The barrier to entry for real-estate agents is so low that every boom inevitably attracts a swarm of 
new agents—in the previous ten years, membership in the National Association of Realtors had risen 75 
percent—which has the effect of depressing their median income. And Allie was aghast when she realized 
she’d have to give half of her commission to the agency that employed her. That was a steeper cut than any 
pimp would dare take! 
 
Finally Allie realized what she really wanted to do: go back to college. She would build on everything she’d 
learned by running her own business and, if all went well, apply this newfound knowledge to some 
profession that would pay an insanely high wage without relying on her own physical labor. 
 
Her chosen field of study? Economics, of course. 
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CHAPTER 2 
WHY SHOULD SUICIDE BOMBERS BUY LIFE INSURANCE? 

 
If you know someone in southeastern Uganda who is having a baby next year, you should hope with all your 
heart that the baby isn’t born in May. If so, it will be roughly 20 percent more likely to have visual, hearing, 
or learning disabilities as an adult. 
 
Three years from now, however, May would be a fine month to have a baby. But the danger will have only 
shifted, not disappeared; April would now be the cruelest month. 
 
What can possibly account for this bizarre pattern? Before you answer, consider this: the same pattern has 
been identified halfway across the world, in Michigan. In fact, a May birth in Michigan might carry an even 
greater risk than in Uganda. 
 
The economists Douglas Almond and Bhashkar Mazumder have a simple answer for this strange and 
troubling phenomenon: Ramadan. 
 
Some parts of Michigan have a substantial Muslim population, as does southeastern Uganda. Islam calls for 
a daytime fast from food and drink for the entire month of Ramadan. Most Muslim women participate even 
while pregnant; it’s not a round-the-clock fast, after all. Still, as Almond and Mazumder found by analyzing 
years’ worth of natality data, babies that were in utero during Ramadan are more likely to exhibit 
developmental aftereffects. The magnitude of these effects depends on which month of gestation the baby 
is in when Ramadan falls. The effects are strongest when fasting coincides with the first month of 
pregnancy, but they can occur if the mother fasts at any time up to the eighth month. 
 
Islam follows a lunar calendar, so the month of Ramadan begins eleven days earlier each year. In 2009, it 
ran from August 21 to September 19, which made May 2010 the unluckiest month in which to be born. 
Three years later, with Ramadan beginning on July 20, April would be the riskiest birth month. The risk is 
magnified when Ramadan falls during summertime because there are more daylight hours—and, therefore, 
longer periods without food and drink. That’s why the birth effects can be stronger in Michigan, which has 
fifteen hours of daylight during summer, than in Uganda, which sits at the equator and therefore has 
roughly equal daylight hours year-round. 
 
It is no exaggeration to say that a person’s entire life can be greatly influenced by the fluke of his or her 
birth, whether the fluke is one of time, place, or circumstance. Even animals are susceptible to this natal 
roulette. Kentucky, the capital of Thoroughbred horse breeding, was hit by a mysterious disease in 2001 
that left 500 foals stillborn and resulted in about 3,000 early fetal losses. In 2004, as this diminished cohort 
of three-year-olds came of age, two of the three Triple Crown races were won by Smarty Jones, a colt 
whose dam was impregnated in Kentucky but returned home to Pennsylvania before she could be afflicted. 
 
Such birth effects aren’t as rare as you might think. Douglas Almond, examining U.S. Census data from 1960 
to 1980, found one group of people whose terrible luck persisted over their whole lives. They had more 
physical ailments and lower lifetime income than people who’d been born just a few months earlier or a 
few months later. They stood out in the census record like a layer of volcanic ash stands out in the 
archaeological record, a thin stripe of ominous sediment nestled between two thick bands of normalcy. 
 
What happened? 
 
These people were in utero during the “Spanish flu” pandemic of 1918. It was a grisly plague, killing more 
than half a million Americans in just a few months—a casualty toll, as Almond notes, greater than all U.S. 
combat deaths during all the wars fought in the twentieth century. 
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More than 25 million Americans, meanwhile, contracted the flu but survived. This included one of every 
three women of childbearing age. The infected women who were pregnant during the pandemic had babies 
who, like the Ramadan babies, ran the risk of carrying lifelong scars from being in their mothers’ bellies at 
the wrong time. 
 
Other birth effects, while not nearly as dire, can exert a significant pull on one’s future. It is common 
practice, especially among economists, to co-write academic papers and list the authors alphabetically by 
last name. What does this mean for an economist who happened to be born Albert Zyzmor instead of, say, 
Albert Aab? Two (real) economists addressed this question and found that, all else being equal, Dr. Aab 
would be more likely to gain tenure at a top university, become a fellow in the Econometric Society 
(hooray!), and even win the Nobel Prize. 
 
“Indeed,” the two economists concluded, “one of us is currently contemplating dropping the first letter of 
her surname.” The offending name: Yariv. 
 
Or consider this: if you visit the locker room of a world-class soccer team early in the calendar year, you are 
more likely to interrupt a birthday celebration than if you arrive later in the year. A recent tally of the British 
national youth leagues, for instance, shows that fully half of the players were born between January and 
March, with the other half spread out over the nine remaining months. On a similar German team, 52 elite 
players were born between January and March, with just 4 players born between October and December. 
 
Why such a severe birthdate bulge? 
 
Most elite athletes begin playing their sports when they are quite young. Since youth sports are organized 
by age, the leagues naturally impose a cutoff birthdate. The youth soccer leagues in Europe, like many such 
leagues, use December 31 as the cutoff date. 
 
Imagine now that you coach in a league for seven-year-old boys and are assessing two players. The first one 
(his name is Jan) was born on January 1, while the second one (his name is Tomas) was born 364 days later, 
on December 31. So even though they are both technically seven-year-olds, Jan is a year older than 
Tomas—which, at this tender age, confers substantial advantages. Jan is likely to be bigger, faster, and more 
mature than Tomas. 
 
So while you may be seeing maturity rather than raw ability, it doesn’t much matter if your goal is to pick 
the best players for your team. It probably isn’t in a coach’s interest to play the scrawny younger kid who, if 
he only had another year of development, might be a star. 
 
And thus the cycle begins. Year after year, the bigger boys like Jan are selected, encouraged, and given 
feedback and playing time, while boys like Tomas eventually fall away. This “relative-age effect,” as it has 
come to be known, is so strong in many sports that its advantages last all the way through to the 
professional ranks. 
 
K. Anders Ericsson, an enthusiastic, bearded, and burly Swede, is the ringleader of a merry band of relative-
age scholars scattered across the globe. He is now a professor of psychology at Florida State University, 
where he uses empirical research to learn what share of talent is “natural” and how the rest of it is 
acquired. His conclusion: the trait we commonly call “raw talent” is vastly overrated. “A lot of people 
believe there are some inherent limits they were born with,” he says. “But there is surprisingly little hard 
evidence that anyone could attain any kind of exceptional performance without spending a lot of time 
perfecting it.” Or, put another way, expert performers—whether in soccer or piano playing, surgery or 
computer programming—are nearly always made, not born.* 
 
And yes, just as your grandmother always told you, practice does make perfect. But not just willy-nilly 
practice. Mastery arrives through what Ericsson calls “deliberate practice.” This entails more than simply 
playing a C-minor scale a hundred times or hitting tennis serves until your shoulder pops out of its socket. 
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Deliberate practice has three key components: setting specific goals; obtaining immediate feedback; and 
concentrating as much on technique as on outcome. 
 
The people who become excellent at a given thing aren’t necessarily the same ones who seemed to be 
“gifted” at a young age. This suggests that when it comes to choosing a life path, people should do what 
they love—yes, your nana told you this too—because if you don’t love what you’re doing, you are unlikely 
to work hard enough to get very good at it. 
 
Once you start to look, birthdate bulges are everywhere. Consider the case of Major League Baseball 
players. Most youth leagues in the United States have a July 31 cutoff date. As it turns out, a U.S.-born boy 
is roughly 50 percent more likely to make the majors if he is born in August instead of July. Unless you are a 
big, big believer in astrology, it is hard to argue that someone is 50 percent better at hitting a big-league 
curveball simply because he is a Leo rather than a Cancer. 
 
But as prevalent as birth effects are, it would be wrong to overemphasize their pull. Birth timing may push a 
marginal child over the edge, but other forces are far, far more powerful. If you want your child to play 
Major League Baseball, the most important thing you can do—infinitely more important than timing an 
August delivery date—is make sure the baby isn’t born with two X chromosomes. Now that you’ve got a son 
instead of a daughter, you should know about a single factor that makes him eight hundred times more 
likely to play in the majors than a random boy. 
 
What could possibly have such a mighty influence? 
 
Having a father who also played Major League Baseball. So if your son doesn’t make the majors, you have 
no one to blame but yourself: you should have practiced harder when you were a kid. 
 
  
 
Some families produce baseball players. Others produce terrorists. 
 
Conventional wisdom holds that the typical terrorist comes from a poor family and is himself poorly 
educated. This seems sensible. Children who are born into low-income, low-education families are far more 
likely than average to become criminals, so wouldn’t the same be true for terrorists? 
 
To find out, the economist Alan Krueger combed through a Hezbollah newsletter called Al-Ahd (The Oath) 
and compiled biographical details on 129 dead shahids (martyrs). He then compared them with men from 
the same age bracket in the general populace of Lebanon. The terrorists, he found, were less likely to come 
from a poor family (28 percent versus 33 percent) and more likely to have at least a high-school education 
(47 percent versus 38 percent). 
 
A similar analysis of Palestinian suicide bombers by Claude Berrebi found that only 16 percent came from 
impoverished families, versus more than 30 percent of male Palestinians overall. More than 60 percent of 
the bombers, meanwhile, had gone beyond high school, versus 15 percent of the populace. 
 
In general, Krueger found, “terrorists tend to be drawn from well-educated, middle-class or high-income 
families.” Despite a few exceptions—the Irish Republican Army and perhaps the Tamil Tigers of Sri Lanka 
(there isn’t enough evidence to say)—the trend holds true around the world, from Latin American terrorist 
groups to the al Qaeda members who carried out the September 11 attacks in the United States. 
 
How can this be explained? 
 
It may be that when you’re hungry, you’ve got better things to worry about than blowing yourself up. It may 
be that terrorist leaders place a high value on competence, since a terrorist attack requires more 
orchestration than a typical crime. 
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Furthermore, as Krueger points out, crime is primarily driven by personal gain, whereas terrorism is 
fundamentally a political act. In his analysis, the kind of person most likely to become a terrorist is similar to 
the kind of person most likely to…vote. Think of terrorism as civic passion on steroids. 
 
Anyone who has read some history will recognize that Krueger’s terrorist profile sounds quite a bit like the 
typical revolutionary. Fidel Castro and Che Guevara, Ho Chi Minh, Mohandas Gandhi, Leon Trotsky and 
Vladimir Lenin, Simón Bolívar, and Maximilien Robespierre—you won’t find a single lower-class, uneducated 
lad among them. 
 
But a revolutionary and a terrorist have different goals. Revolutionaries want to overthrow and replace a 
government. Terrorists want to—well, it isn’t always clear. As one sociologist puts it, they might wish to 
remake the world in their own dystopian image; religious terrorists may want to cripple the secular 
institutions they despise. Krueger cites more than one hundred different scholarly definitions of terrorism. 
“At a conference in 2002,” he writes, “foreign ministers from over 50 Islamic states agreed to condemn 
terrorism but could not agree on a definition of what it was that they had condemned.” 
 
What makes terrorism particularly maddening is that killing isn’t even the main point. Rather, it is a means 
by which to scare the pants off the living and fracture their normal lives. Terrorism is therefore devilishly 
efficient, exerting far more leverage than an equal amount of non-terrorist violence. 
 
In October 2002, the Washington, D.C., metropolitan area experienced fifty murders, a fairly typical 
number. But ten of these murders were different. Rather than the typical domestic disputes or gang killings, 
these were random and inexplicable shootings. Ordinary people minding their own business were shot 
while pumping gas or leaving the store or mowing the lawn. After the first few killings, panic set in. As they 
continued, the region was virtually paralyzed. Schools were closed, outdoor events canceled, and many 
people wouldn’t leave their homes at all. 
 
What kind of sophisticated and well-funded organization had wrought such terror? 
 
Just two people, it turned out: a forty-one-year-old man and his teenage accomplice, firing a Bushmaster 
.223-caliber rifle from an old Chevy sedan, its roomy trunk converted into a sniper’s nest. So simple, so 
cheap, and so effective: that is the leverage of terror. Imagine that the nineteen hijackers from September 
11, rather than going to the trouble of hijacking airplanes and flying them into buildings, had instead spread 
themselves around the country, nineteen men with nineteen rifles in nineteen cars, each of them driving to 
a new spot every day and shooting random people at gas stations and schools and restaurants. Had the 
nineteen of them synchronized their actions, they would have effectively set off a nationwide time bomb 
every day. They would have been hard to catch, and even if one of them was caught, the other eighteen 
would carry on. The entire country would have been brought to its knees. 
 
Terrorism is effective because it imposes costs on everyone, not just its direct victims. The most substantial 
of these indirect costs is fear of a future attack, even though such fear is grossly misplaced. The probability 
that an average American will die in a given year from a terrorist attack is roughly 1 in 5 million; he is 575 
times more likely to commit suicide. 
 
Consider the less obvious costs, too, like the loss of time and liberty. Think about the last time you went 
through an airport security line and were forced to remove your shoes, shuffle through the metal detector 
in stocking feet, and then hobble about while gathering up your belongings. 
 
The beauty of terrorism—if you’re a terrorist—is that you can succeed even by failing. We perform this shoe 
routine thanks to a bumbling British national named Richard Reid, who, even though he couldn’t ignite his 
shoe bomb, exacted a huge price. Let’s say it takes an average of one minute to remove and replace your 
shoes in the airport security line. In the United States alone, this procedure happens roughly 560 million 
times per year. Five hundred and sixty million minutes equals more than 1,065 years—which, divided by 
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77.8 years (the average U.S. life expectancy at birth), yields a total of nearly 14 person-lives. So even though 
Richard Reid failed to kill a single person, he levied a tax that is the time equivalent of 14 lives per year. 
 
The direct costs of the September 11 attacks were massive—nearly three thousand lives and economic 
losses as high as $300 billion—as were the costs of the wars in Afghanistan and Iraq that the United States 
launched in response. But consider the collateral costs as well. In just the three months following the 
attacks, there were one thousand extra traffic deaths in the United States. Why? 
 
One contributing factor is that people stopped flying and drove instead. Per mile, driving is much more 
dangerous than flying. Interestingly, however, the data show that most of these extra traffic deaths 
occurred not on interstates but on local roads, and they were concentrated in the Northeast, close to the 
terrorist attacks. Furthermore, these fatalities were more likely than usual to involve drunken and reckless 
driving. These facts, along with myriad psychological studies of terrorism’s aftereffects, suggest that the 
September 11 attacks led to a spike in alcohol abuse and post-traumatic stress that translated into, among 
other things, extra driving deaths. 
 
Such trickle-down effects are nearly endless. Thousands of foreign-born university students and professors 
were kept out of the United States because of new visa restrictions after the September 11 attacks. At least 
140 U.S. corporations exploited the ensuing stock-market decline by illegally backdating stock options. In 
New York City, so many police resources were shifted to terrorism that other areas—the Cold Case Squad, 
for one, as well as anti-Mafia units—were neglected. A similar pattern was repeated on the national level. 
Money and manpower that otherwise would have been spent chasing financial scoundrels were instead 
diverted to chasing terrorists—perhaps contributing to, or at least exacerbating, the recent financial 
meltdown. 
 
Not all of the September 11 aftereffects were harmful. Thanks to decreased airline traffic, influenza—which 
travels well on planes—was slower to spread and less dangerous. In Washington, D.C., crime fell whenever 
the federal terror-alert level went up (thanks to extra police flooding the city). And an increase in border 
security was a boon to some California farmers—who, as Mexican and Canadian imports declined, grew and 
sold so much marijuana that it became one of the state’s most valuable crops. 
 
  
 
When one of the four airplanes hijacked on September 11 crashed into the Pentagon, all of the seriously 
injured victims, most of whom suffered burns, were taken to Washington Hospital Center, the largest 
hospital in the city. There were only a handful of patients—corpses were more plentiful—but even so, the 
burn unit was nearly overwhelmed. Like most hospitals, WHC routinely operated at about 95 percent of 
capacity, so even a small surge of patients stressed the system. Worse yet, the hospital’s phone lines went 
down, as did local cell service, so anyone needing to make a call had to jump in a car and drive a few miles 
away. 
 
All things considered, WHC performed well. But for Craig Feied (pronounced FEE-ed), an emergency-
medicine specialist there, the incident confirmed his greatest fears. If the hospital nearly went haywire with 
just a few extra burn patients, what would happen during a major disaster, when the ER was most needed? 
 
Even before September 11, Feied had spent thousands of hours thinking such grim thoughts. He was the 
chief architect of a federally funded pilot program called ER One, which was meant to drag the emergency 
room into the modern era. 
 
Until the 1960s, hospitals simply weren’t designed to treat emergencies. “If you brought someone to a 
hospital at night,” Feied says, “the doors would be locked. You’d ring the bell, a nurse would come down to 
see what you wanted. She might let you in, then she’d call the doctor at home, and he might or might not 
come in.” Ambulances were often run by the local mortuary. It is hard to think of a better example of 
misaligned incentives: a funeral director who is put in charge of helping a patient not die! 
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Today, emergency medicine ranks as the seventh-largest physician specialty (out of thirty-eight), with a 
fivefold increase in practitioners since 1980. It is a master-of-all-trades endeavor, performed at lightning 
speed, and the emergency room has become the linchpin of public health. In a given year, there are roughly 
115 million ER visits in the United States. Excluding pregnancies, 56 percent of all people admitted to U.S. 
hospitals come through the ER, up from 46 percent in 1993. And yet, Feied says, “you could drive a truck 
through the gaps in our protocols.” 
 
September 11 brought home the point that emergency rooms are painfully limited in their surge capacity. If 
there had been a thousand victims at WHC, would they even have gotten inside? 
 
Such a prospect makes Feied grimace. Most ERs have an ambulance bay that can fit only a few vehicles at a 
time. The docks are also built too high—“because the people who designed them were used to building 
loading docks,” Feied says. Rooftop helipads are similarly problematic because of the time and space 
constraints of a single elevator. Feied’s idea for getting rid of such bottlenecks is to design an ER more like 
an airport, with a large convex intake area that could accommodate a multitude of ambulances, buses, or 
even helicopters. 
 
But these intake issues aren’t what worry Feied the most. A hospital that gets hit with something serious 
and communicable—SARS or anthrax or Ebola or a new strain of lethal influenza—would soon cripple itself. 
Like most buildings, hospitals recirculate their air, which means that one sick patient could infect hundreds. 
“You don’t want to go to the hospital for a broken ankle and get SARS,” Feied says. 
 
The answer is to build hospitals, and especially ERs, with rooms designed for isolation and zero air 
recirculation. But most hospitals, Feied notes, don’t want to spend money on such unsexy, non-revenue-
generating features. “There were some nice emergency departments built in 2001, state-of-the-art, and 
they’re completely obsolete today. They were built with open bays, divided by curtains, but if you have a 
SARS patient in Bed 4, there’s not a patient or doctor in the world who will want to go into Bed 5.” 
 
And don’t even get Feied started on all the hospital patients who die from a cause other than what brought 
them to the hospital: wrong diagnoses (the result of carelessness, hubris, or cognitive bias); medication 
errors (based, far too often, on sloppy handwriting); technical complications (reading an X-ray backward, for 
instance); and bacterial infections (the deadliest and most pervasive problem). 
 
“The state of current medical practice is so bad right now that there’s not very much worth protecting 
about the old ways of doing things,” Feied says. “Nobody in medicine wants to admit this but it’s the truth.” 
 
  
 
Feied grew up in Berkeley, California, during the very raucous 1960s, and he fit right in. He skateboarded 
everywhere; he occasionally jammed on drums with a local band called the Grateful Dead. He had an 
aptitude for mechanics, taking apart and reassembling whatever looked interesting, and he was 
enterprising: by eighteen, he had founded a small technology company. He studied biophysics and 
mathematics before going into medicine. He became a doctor, he says, because of “the lure of secret 
knowledge,” a desire to understand the human body as well as he understood machines. 
 
Still, you sense that machines remain his first love. He is a fervent early adopter—he put a fax machine in 
the ER and started riding a Segway when both were novelties—and he excitedly recalls hearing a lecture by 
the computer scientist Alan Kay more than thirty-five years ago on object-oriented programming. Kay’s 
idea—to encapsulate each chunk of code with logic that enabled it to interact with any other piece—was a 
miracle of streamlining, making programmers’ lives easier and helping turn computers into more robust and 
flexible tools. 
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Feied arrived at Washington Hospital Center in 1995, recruited by his longtime colleague Mark Smith to 
help fix its emergency department. (Smith was also a true believer in technology. He had a master’s degree 
in computer science from Stanford, where his thesis adviser was none other than Alan Kay.) Although some 
of WHC’s specialty departments were well regarded, the ER consistently ranked last in the D.C. area. It was 
crowded, slow, and disorganized; it ran through a new director every year or so, and the hospital’s own 
medical director called the ER “a pretty undesirable place.” 
 
By this time, Feied and Smith had between them treated more than a hundred thousand patients in various 
emergency rooms. They found one commodity was always in short supply: information. A patient would 
come in—conscious or unconscious, cooperative or not, sober or high, with a limitless array of potential 
problems—and the doctor had to decide quickly how to treat him. But there were usually more questions 
than answers: Was the patient on medication? What was his medical history? Did a low blood count mean 
acute internal bleeding or just chronic anemia? And where was the CT scan that was supposedly done two 
hours ago? 
 
“For years, I treated patients with no more information than the patients could tell me,” Feied says. “Any 
other information took too long, so you couldn’t factor it in. We often knew what information we needed, 
and even knew where it was, but it just wasn’t available in time. The critical piece of data might have been 
two hours away or two weeks away. In a busy emergency department, even two minutes away is too much. 
You can’t do that when you have forty patients and half of them are trying to die.” 
 
The problem agitated Feied so badly that he turned himself into the world’s first emergency-medicine 
informaticist. (He made up the phrase, based on the European term for computer science.) He believed that 
the best way to improve clinical care in the ER was to improve the flow of information. 
 
Even before taking over at WHC, Feied and Smith hired a bunch of medical students to follow doctors and 
nurses around the ER and pepper them with questions. Much like Sudhir Venkatesh hired trackers to 
interview Chicago street prostitutes, they wanted to gather reliable, real-time data that were otherwise 
hard to get. Here are some of the questions the students asked: 
 
    Since I last talked to you, what information did you need? 
 
    How long did it take to get it? 
 
    What was the source: Did you make a phone call? Use a reference book? Talk to a medical librarian?* 
 
    Did you get a satisfactory answer to your query? 
 
    Did you make a medical decision based on that answer? 
 
    How did that decision impact patient care? 
 
    What was the financial impact of that decision on the hospital? 
 
The diagnosis was clear: the WHC emergency department had a severe case of “datapenia,” or low data 
counts. (Feied invented this word as well, stealing the suffix from “leucopenia,” or low white-blood-cell 
counts.) Doctors were spending about 60 percent of their time on “information management,” and only 15 
percent on direct patient care. This was a sickening ratio. “Emergency medicine is a specialty defined not by 
an organ of the body or by an age group but by time,” says Mark Smith. “It’s about what you do in the first 
sixty minutes.” 
 
Smith and Feied discovered more than three hundred data sources in the hospital that didn’t talk to one 
another, including a mainframe system, handwritten notes, scanned images, lab results, streaming video 
from cardiac angiograms, and an infection-control tracking system that lived on one person’s computer on 



42 
 

an Excel spreadsheet. “And if she went on vacation, God help you if you’re trying to track a TB outbreak,” 
says Feied. 
 
To give the ER doctors and nurses what they really needed, a computer system had to be built from the 
ground up. It had to be encyclopedic (one missing piece of key data would defeat the purpose); it had to be 
muscular (a single MRI, for instance, ate up a massive amount of data capacity); and it had to be flexible (a 
system that couldn’t incorporate any data from any department in any hospital in the past, present, or 
future was useless). 
 
It also had to be really, really fast. Not only because slowness kills in an ER but because, as Feied had 
learned from the scientific literature, a person using a computer experiences “cognitive drift” if more than 
one second elapses between clicking the mouse and seeing new data on the screen. If ten seconds pass, the 
person’s mind is somewhere else entirely. That’s how medical errors are made. 
 
To build this fast, flexible, muscular, encyclopedic system, Feied and Smith turned to their old crush: object-
oriented programming. They set to work using a new architecture that they called “data-centric” and “data-
atomic.” Their system would deconstruct each piece of data from every department and store it in a way 
that allowed it to interact with any other single piece of data, or any other 1 billion pieces. 
 
Alas, not everyone at WHC was enthusiastic. Institutions are by nature large and inflexible beasts with 
fiefdoms that must be protected and rules that must not be broken. Some departments considered their 
data proprietary and wouldn’t surrender it. The hospital’s strict purchasing codes wouldn’t let Feied and 
Smith buy the computer equipment they needed. One top administrator “hated us,” Feied recalls, “and 
missed no opportunity to try to stonewall and prevent people from working with us. He used to go into the 
service-request system at night and delete our service requests.” 
 
It probably didn’t help that Feied was such an odd duck—the contrarianism, the Segway, the original Miró 
prints on his office wall—or that, when challenged, he wouldn’t rest until he found a way to charm or, if 
need be, threaten his way to victory. Even the name he gave his new computer system seemed grandiose: 
Azyxxi (uh-ZICK-see), which he told people came from the Phoenician for “one who is capable of seeing 
far”—but which really, he admits with a laugh, “we just made up.” 
 
In the end, Feied won—or, really, the data won. Azyxxi went live on a single desktop computer in the WHC 
emergency room. Feied put a sign on it: “Beta Test: Do Not Use.” (No one ever said he wasn’t clever.) Like 
so many Adams and Eves, doctors and nurses began to peck at the forbidden fruit and found it nothing 
short of miraculous. In a few seconds they could locate practically any information they needed. Within a 
week, the Azyxxi computer had a waiting line. And it wasn’t just ER docs: they came from all over the 
hospital to drink up the data. At first glance, it seemed like the product of genius. But no, says Feied. It was 
“a triumph of doggedness.” 
 
Within a few years, the WHC emergency department went from worst to first in the Washington region. 
Even though Azyxxi quadrupled the amount of information that was actually being seen, doctors were 
spending 25 percent less time on “information management,” and more than twice as much time directly 
treating patients. The old ER wait time averaged eight hours; now, 60 percent of patients were in and out in 
less than two hours. Patient outcomes were better and doctors were happier (and less error-prone). Annual 
patient volume doubled, from 40,000 to 80,000, with only a 30 percent increase in staffing. Efficiencies 
abounded, and this was good for the hospital’s bottom line. 
 
As Azyxxi’s benefits became clear, many other hospitals came calling. So did, eventually, Microsoft, which 
bought it, Craig Feied and all. Microsoft renamed it Amalga and, within the first year, installed the system in 
fourteen major hospitals, including Johns Hopkins, New York–Presbyterian, and the Mayo Clinic. Although it 
was developed in an ER, more than 90 percent of its use is currently in other hospital departments. As of 
this writing, Amalga covers roughly 10 million patients at 350 care sites; for those of you keeping score at 
home, that’s more than 150 terabytes of data. 
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It would have been enough if Amalga merely improved patient outcomes and made doctors more efficient. 
But such a massive accumulation of data creates other opportunities. It lets doctors seek out markers for 
diseases in patients who haven’t been diagnosed. It makes billing more efficient. It makes the dream of 
electronic medical records a straightforward reality. And, because it collects data in real time from all over 
the country, the system can serve as a Distant Early Warning Line for disease outbreaks or even 
bioterrorism. 
 
It also allows other, non-medical people—people like us, for instance—to repurpose its data to answer 
other kinds of questions, such as: who are the best and worst doctors in the ER? 
 
  
 
For a variety of reasons, measuring doctor skill is a tricky affair. 
 
The first is selection bias: patients aren’t randomly assigned to doctors. Two cardiologists will have two sets 
of clientele who may differ on many dimensions. The better doctor’s patients may even have a higher death 
rate. Why? Perhaps the sicker patients seek out the best cardiologist, so even if he does a good job, his 
patients are more likely to die than the other doctor’s. 
 
It can therefore be misleading to measure doctor skill solely by looking at patient outcomes. That is 
generally what doctor “report cards” do and, though the idea has obvious appeal, it can produce some 
undesirable consequences. A doctor who knows he is being graded on patient outcomes may “cream-skim,” 
turning down the high-risk patients who most need treatment so as to not tarnish his score. Indeed, studies 
have shown that hospital report cards have actually hurt patients precisely because of this kind of perverse 
physician incentive. 
 
Measuring doctor skill is also tricky because the impact of a doctor’s decisions may not be detectable until 
long after the patient is treated. When a doctor reads a mammogram, for instance, she can’t be sure if 
there is breast cancer or not. She may find out weeks later, if a biopsy is ordered—or, if she missed a tumor 
that later kills the patient, she may never find out. Even when a doctor gets a diagnosis just right and 
forestalls a potentially serious problem, it’s hard to make sure the patient follows directions. Did he take the 
prescribed medication? Did he change his diet and exercise program as directed? Did he stop scarfing down 
entire bags of pork rinds? 
 
The data culled by Craig Feied’s team from the WHC emergency room turn out to be just the thing to 
answer some questions about doctor skill. For starters, the data set is huge, recording some 620,000 visits 
by roughly 240,000 different patients over nearly eight years, and the more than 300 doctors who treated 
them. 
 
It contains everything you might want to know about a given patient—anonymized, of course, for our 
analysis—from the moment she walks, rolls, or is carried through the ER door until the time she leaves the 
hospital, alive or otherwise. The data include demographic information; the patient’s complaint upon 
entering the ER; how long it took to see a doctor; how the patient was diagnosed and treated; whether the 
patient was admitted to the hospital, and the length of stay; whether the patient was later readmitted; the 
total cost of the treatment; and if or when the patient died. (Even if the patient died two years later outside 
the hospital, the death would still be included in our analysis as a result of cross-linking the hospital data 
with the Social Security Death Index.) 
 
The data also show which doctor treated which patients, and we know a good bit about each doctor as well, 
including age, gender, medical school attended, hospital where residency was served, and years of 
experience. 
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When most people think of ERs, they envision a steady stream of gunshot wounds and accident victims. In 
reality, dramatic incidents like these represent a tiny fraction of ER traffic and, because WHC has a separate 
Level I trauma center, such cases are especially rare in our ER data. That said, the main emergency room has 
an extraordinary array of patient complaints, from the life-threatening to the entirely imaginary. 
 
On average, about 160 patients showed up each day. The busiest day is Monday, and weekend days are the 
slowest. (This is a good clue that many ailments aren’t so serious that they can’t wait until the weekend’s 
activities are over.) The peak hour is 11:00 A.M., which is five times busier than the slowest hour, which is 
5:00 A.M. Six of every ten patients are female; the average age is forty-seven. 
 
The first thing a patient does upon arrival is tell the triage nurse what’s wrong. Some complaints are 
common: “shortness of breath,” “chest pains,” “dehydration,” “flulike symptoms.” Others are far less so: 
“fish bone stuck in throat,” “hit over the head with book,” and a variety of bites, including a good number of 
dog bites (about 300) and insect or spider bites (200). Interestingly, there are more human bites (65) than 
rat bites and cat bites combined (30), including 1 instance of being “bitten by client at work.” (Alas, the 
intake form didn’t reveal the nature of this patient’s job.) 
 
The vast majority of patients who come to the ER leave alive. Only 1 of every 250 patients dies within a 
week; 1 percent die within a month, and about 5 percent die within a year. But knowing whether a 
condition is life-threatening or not isn’t always obvious (especially to the patients themselves). Imagine 
you’re an ER doc with eight patients in the waiting room, one each with one of the following eight common 
complaints. Four of these conditions have a relatively high death rate while the other four are low. Can you 
tell which ones are which? 
 
image 
 
Here’s the answer, based on the likelihood of a patient dying within twelve months:* 
 
image 
 
Shortness of breath is by far the most common high-risk condition. (It is usually notated as “SOB,” so if 
someday you see that abbreviation on your chart, don’t think the doctor hates you.) To many patients, SOB 
might seem less scary than something like chest pains. But here’s what the data say: 
 
image 
 
So a patient with chest pains is no more likely than the average ER patient to die within a year, whereas 
shortness of breath more than doubles the death risk. Similarly, roughly 1 in 10 patients who show up with 
a clot, a fever, or an infection will be dead within a year; but if a patient is dizzy, is numb, or has a 
psychiatric condition, the risk of dying is only one-third as high. 
 
With all this in mind, let’s get back to the question at hand: given all these data, how do we measure the 
efficacy of each doctor? 
 
The most obvious course would be to simply look at the raw data for differences in patient outcomes across 
doctors. Indeed, this method would show radical differences among doctors. If these results were 
trustworthy, there would be few factors in your life as important as the identity of the doctor who happens 
to draw your case when you show up at the ER. 
 
But for the same reasons you shouldn’t put much faith in doctor report cards, a comparison like this is 
highly deceptive. Two doctors in the same ER are likely to treat very different pools of patients. The average 
patient at noon, for instance, is about ten years older than one who comes in the middle of the night. Even 
two doctors working the same shift might see very different patients, based on their skills and interests. It is 
the triage nurse’s job to match patients and doctors as best as possible. One doc may therefore get all the 
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psychiatric cases on a shift, or all the elderly patients. Because an old person with shortness of breath is 
much more likely to die than a thirty-year-old with the same condition, we have to be careful not to 
penalize the doctor who happens to be good with old people. 
 
What you’d really like to do is run a randomized, controlled trial so that when patients arrive they are 
randomly assigned to a doctor, even if that doctor is overwhelmed with other patients or not well equipped 
to handle a particular ailment. 
 
But we are dealing with one set of real, live human beings who are trying to keep another set of real, live 
human beings from dying, so this kind of experiment isn’t going to happen, and for good reason. 
 
Since we can’t do a true randomization, and if simply looking at patient outcomes in the raw data will be 
misleading, what’s the best way to measure doctor skill? 
 
Thanks to the nature of the emergency room, there is another sort of de facto, accidental randomization 
that can lead us to the truth. The key is that patients generally have no idea which doctors will be working 
when they arrive at the ER. Therefore, the patients who show up between 2:00 and 3:00 P.M. on one 
Thursday in October are, on average, likely to be similar to the patients who show up the following 
Thursday, or the Thursday after that. But the doctors working on those three Thursdays will probably be 
different. So if the patients who came on the first Thursday have worse outcomes than the patients who 
came on the second or third Thursday, one likely explanation is that the doctors on that shift weren’t as 
good. (In this ER, there were usually two or three doctors per shift.) 
 
There could be other explanations, of course, like bad luck or bad weather or an E. coli outbreak. But if you 
look at a particular doctor’s record across hundreds of shifts and see that the patients on those shifts have 
worse outcomes than is typical, you have a pretty strong indication that the doctor is at the root of the 
problem. 
 
One last note on methodology: while we exploit information about which doctors are working on a shift, we 
don’t factor in which doctor actually treats a particular patient. Why? Because we know that the triage 
nurse’s job is to match patients with doctors, which makes the selection far from random. It might seem 
counterintuitive—wasteful, even—to ignore the specific doctor-patient match in our analysis. But in 
scenarios where selection is a problem, the only way to get a true answer is, paradoxically, to throw away 
what at first seems to be valuable information. 
 
So, applying this approach to Craig Feied’s massively informative data set, what can we learn about doctor 
skill? 
 
Or, put another way: if you land in an emergency room with a serious condition, how much does your 
survival depend on the particular doctor you draw? 
 
The short answer is…not all that much. Most of what looks like doctor skill in the raw data is in fact the luck 
of the draw, the result of some doctors getting more patients with less-threatening ailments. 
 
This isn’t to say there’s no difference between the best and worst doctors in the ER. (And no, we’re not 
going to name them.) In a given year, an excellent ER doctor’s patients will have a twelve-month death rate 
that is nearly 10 percent lower than the average. This may not sound like much, but in a busy ER with tens 
of thousands of patients, an excellent doctor might save six or seven lives a year relative to the worst 
doctor. 
 
Interestingly, health outcomes are largely uncorrelated to spending. This means the best doctors don’t 
spend any more money—for tests, hospital admittance, and so on—than the lesser doctors. This is worth 
pondering in an era when higher health-care spending is widely thought to produce better health-care 
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outcomes. In the United States, the health-care sector accounts for more than 16 percent of GDP, up from 5 
percent in 1960, and is projected to reach 20 percent by 2015. 
 
So what are the characteristics of the best doctors? 
 
For the most part, our findings aren’t very surprising. An excellent doctor is disproportionately likely to have 
attended a top-ranked medical school and served a residency at a prestigious hospital. More experience is 
also valuable: an extra ten years on the job yields the same benefit as having served a residency at a top 
hospital. 
 
And oh yes: you also want your ER doctor to be a woman. It may have been bad for America’s 
schoolchildren when so many smart women passed up teaching jobs to go to medical school, but it’s good 
to know that, in our analysis at least, such women are slightly better than their male counterparts at 
keeping people alive. 
 
One factor that doesn’t seem to matter is whether a doctor is highly rated by his or her colleagues. We 
asked Feied and the other head physicians at WHC to name the best docs in the ER. The ones they chose 
turned out to be no better than average at lowering death rates. They were, however, good at spending less 
money per patient. 
 
So the particular doctor you draw in the ER does matter—but, in the broader scheme of things, not nearly 
as much as other factors: your ailment, your gender (women are much less likely than men to die within a 
year of visiting the ER), or your income level (poor patients are much more likely to die than rich ones). 
 
The best news is that most people who are rushed to the ER and think they are going to die are in little 
danger of dying at all, at least not any time soon. 
 
In fact, they might have been better off if they simply stayed at home. Consider the evidence from a series 
of widespread doctor strikes in Los Angeles, Israel, and Colombia. It turns out that the death rate dropped 
significantly in those places, anywhere from 18 percent to 50 percent, when the doctors stopped working! 
 
This effect might be partially explained by patients’ putting off elective surgery during the strike. That’s 
what Craig Feied first thought when he read the literature. But he had a chance to observe a similar 
phenomenon firsthand when a lot of Washington doctors left town at the same time for a medical 
convention. The result: an across-the-board drop in mortality. 
 
“When there are too many physician-patient interactions, the amplitude gets turned up on everything,” he 
says. “More people with nonfatal problems are taking more medications and having more procedures, 
many of which are not really helpful and a few of which are harmful, while the people with really fatal 
illnesses are rarely cured and ultimately die anyway.” 
 
  
 
So it may be that going to the hospital slightly increases your odds of surviving if you’ve got a serious 
problem but increases your odds of dying if you don’t. Such are the vagaries of life. 
 
Meanwhile, there are some ways to extend your life span that have nothing to do with going to the 
hospital. You could, for instance, win a Nobel Prize. An analysis covering fifty years of the Nobels in 
chemistry and physics found that the winners lived longer than those who were merely nominated. (So 
much for the Hollywood wisdom of “It’s an honor just to be nominated.”) Nor was the winners’ longevity a 
function of the Nobel Prize money. “Status seems to work a kind of health-giving magic,” says Andrew 
Oswald, one of the study’s authors. “Walking across that platform in Stockholm apparently adds about two 
years to a scientist’s life span.” 
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You could also get elected to the Baseball Hall of Fame. A similar analysis shows that men who are voted 
into the Hall outlive those who are narrowly omitted. 
 
But what about those of us who aren’t exceptional at science or sport? Well, you could purchase an 
annuity, a contract that pays off a set amount of income each year but only as long as you stay alive. People 
who buy annuities, it turns out, live longer than people who don’t, and not because the people who buy 
annuities are healthier to start with. The evidence suggests that an annuity’s steady payout provides a little 
extra incentive to keep chugging along. 
 
Religion also seems to help. A study of more than 2,800 elderly Christians and Jews found that they were 
more likely to die in the thirty days after their respective major holidays than in the thirty days before. (One 
piece of evidence proving a causal link: Jews had no aversion to dying in the thirty days before a Christian 
holiday, nor did Christians disproportionately outlast the Jewish holidays.) In a similar vein, longtime friends 
and rivals Thomas Jefferson and John Adams each valiantly struggled to forestall death until they’d reached 
an important landmark. They expired within fifteen hours of each other on July 4, 1826, the fiftieth 
anniversary of the ratification of the Declaration of Independence. 
 
Holding off death by even a single day can sometimes be worth millions of dollars. Consider the estate tax, 
which is imposed on the taxable estate of a person upon his or her death. In the United States, the rate in 
recent years was 45 percent, with an exemption for the first $2 million. In 2009, however, the exemption 
jumped to $3.5 million—which meant that the heirs of a rich, dying parent had about 1.5 million reasons to 
console themselves if said parent died on the first day of 2009 rather than the last day of 2008. With this 
incentive, it’s not hard to imagine such heirs giving their parent the best medical care money could buy, at 
least through the end of the year. Indeed, two Australian scholars found that when their nation abolished 
its inheritance tax in 1979, a disproportionately high number of people died in the week after the abolition 
as compared with the week before. 
 
For a time, it looked as if the U.S. estate tax would be temporarily abolished for one year, in 2010. (This was 
the product of a bipartisan hissy fit in Washington, which, as of this writing, appears to have been resolved.) 
If the tax had been suspended, a parent worth $100 million who died in 2010 could have passed along all 
$100 million to his or her heirs. But, with a scheduled resumption of the tax in 2011, such heirs would have 
surrendered more than $40 million if their parent had the temerity to die even one day too late. Perhaps 
the bickering politicians decided to smooth out the tax law when they realized how many assisted suicides 
they might have been responsible for during the waning weeks of 2010. 
 
Most people want to fend off death no matter the cost. More than $40 billion is spent worldwide each year 
on cancer drugs. In the United States, they constitute the second-largest category of pharmaceutical sales, 
after heart drugs, and are growing twice as fast as the rest of the market. The bulk of this spending goes to 
chemotherapy, which is used in a variety of ways and has proven effective on some cancers, including 
leukemia, lymphoma, Hodgkin’s disease, and testicular cancer, especially if these cancers are detected 
early. 
 
But in most other cases, chemotherapy is remarkably ineffective. An exhaustive analysis of cancer 
treatment in the United States and Australia showed that the five-year survival rate for all patients was 
about 63 percent but that chemotherapy contributed barely 2 percent to this result. There is a long list of 
cancers for which chemotherapy had zero discernible effect, including multiple myeloma, soft-tissue 
sarcoma, melanoma of the skin, and cancers of the pancreas, uterus, prostate, bladder, and kidney. 
 
Consider lung cancer, by far the most prevalent fatal cancer, killing more than 150,000 people a year in the 
United States. A typical chemotherapy regime for non-small-cell lung cancer costs more than $40,000 but 
helps extend a patient’s life by an average of just two months. Thomas J. Smith, a highly regarded oncology 
researcher and clinician at Virginia Commonwealth University, examined a promising new chemotherapy 
treatment for metastasized breast cancer and found that each additional year of healthy life gained from it 
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costs $360,000—if such a gain could actually be had. Unfortunately, it couldn’t: the new treatment typically 
extended a patient’s life by less than two months. 
 
Costs like these put a tremendous strain on the entire health-care system. Smith points out that cancer 
patients make up 20 percent of Medicare cases but consume 40 percent of the Medicare drug budget. 
 
Some oncologists argue that the benefits of chemotherapy aren’t necessarily captured in the mortality data, 
and that while chemotherapy may not help nine out of ten patients, it may do wonders for the tenth. Still, 
considering its expense, its frequent lack of efficacy, and its toxicity—nearly 30 percent of the lung-cancer 
patients on one protocol stopped treatment rather than live with its brutal side effects—why is 
chemotherapy so widely administered? 
 
The profit motive is certainly a factor. Doctors are, after all, human beings who respond to incentives. 
Oncologists are among the highest-paid doctors, their salaries increasing faster than any other specialists’, 
and they typically derive more than half of their income from selling and administering chemotherapy 
drugs. Chemotherapy can also help oncologists inflate their survival-rate data. It may not seem all that 
valuable to give a late-stage victim of lung cancer an extra two months to live, but perhaps the patient was 
only expected to live four months anyway. On paper, this will look like an impressive feat: the doctor 
extended the patient’s remaining life by 50 percent. 
 
Tom Smith doesn’t discount either of these reasons, but he provides two more. 
 
It is tempting, he says, for oncologists to overstate—or perhaps over-believe in—the efficacy of 
chemotherapy. “If your slogan is ‘We’re winning the war on cancer,’ that gets you press and charitable 
donations and money from Congress,” he says. “If your slogan is ‘We’re still getting our butts kicked by 
cancer but not as bad as we used to,’ that’s a different sell. The reality is that for most people with solid 
tumors—brain, breast, prostate, lung—we aren’t getting our butts kicked as badly, but we haven’t made 
much progress.” 
 
There’s also the fact that oncologists are, once again, human beings who have to tell other human beings 
they are dying and that, sadly, there isn’t much to be done about it. “Doctors like me find it incredibly hard 
to tell people the very bad news,” Smith says, “and how ineffective our medicines sometimes are.” 
 
If this task is so hard for doctors, surely it must also be hard for the politicians and insurance executives who 
subsidize the widespread use of chemotherapy. Despite the mountain of negative evidence, chemotherapy 
seems to afford cancer patients their last, best hope to nurse what Smith calls “the deep and abiding desire 
not to be dead.” Still, it is easy to envision a point in the future, perhaps fifty years from now, when we 
collectively look back at the early twenty-first century’s cutting-edge cancer treatments and say: We were 
giving our patients what? 
 
The age-adjusted mortality rate for cancer is essentially unchanged over the past half-century, at about 200 
deaths per 100,000 people. This is despite President Nixon’s declaration of a “war on cancer” more than 
thirty years ago, which led to a dramatic increase in funding and public awareness. 
 
Believe it or not, this flat mortality rate actually hides some good news. Over the same period, age-adjusted 
mortality from cardiovascular disease has plummeted, from nearly 600 people per 100,000 to well beneath 
300. What does this mean? 
 
Many people who in previous generations would have died from heart disease are now living long enough 
to die from cancer instead. Indeed, nearly 90 percent of newly diagnosed lung-cancer victims are fifty-five 
or older; the median age is seventy-one. 
 
The flat cancer death rate obscures another hopeful trend. For people twenty and younger, mortality has 
fallen by more than 50 percent, while people aged twenty to forty have seen a decline of 20 percent. These 
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gains are real and heartening—all the more so because the incidence of cancer among those age groups has 
been increasing. (The reasons for this increase aren’t yet clear, but among the suspects are diet, behaviors, 
and environmental factors.) 
 
With cancer killing fewer people under forty, fighting two wars must surely be driving the death toll higher 
for young people, no? 
 
From 2002 to 2008, the United States was fighting bloody wars in Afghanistan and Iraq; among active 
military personnel, there were an average 1,643 fatalities per year. But over the same stretch of time in the 
early 1980s, with the United States fighting no major wars, there were more than 2,100 military deaths per 
year. How can this possibly be? 
 
For one, the military used to be much larger: 2.1 million on active duty in 1988 versus 1.4 million in 2008. 
But even the rate of death in 2008 was lower than in certain peacetime years. Some of this improvement is 
likely due to better medical care. But a surprising fact is that the accidental death rate for soldiers in the 
early 1980s was higher than the death rate by hostile fire for every year the United States has been fighting 
in Afghanistan and Iraq. It seems that practicing to fight a war can be just about as dangerous as really 
fighting one. 
 
And, to further put things in perspective, think about this: since 1982, some 42,000 active U.S. military 
personnel have been killed—roughly the same number of Americans who die in traffic accidents in a single 
year. 
 
  
 
If someone smokes two packs of cigarettes a day for thirty years and dies of emphysema, at least you can 
say he brought it on himself and got to enjoy a lifetime of smoking. 
 
There is no such consolation for the victim of a terrorist attack. Not only is your demise sudden and violent 
but you did nothing to earn it. You are collateral damage; the people who killed you neither knew nor cared 
a whit about your life, your accomplishments, your loved ones. Your death was a prop. 
 
Terrorism is all the more frustrating because it is so hard to prevent, since terrorists have a virtually 
unlimited menu of methods and targets. Bombs on a train. An airplane crashed into a skyscraper. Anthrax 
sent through the mail. After an attack like 9/11 in the United States or 7/7 in London, a massive amount of 
resources are inevitably deployed to shield the most precious targets, but there is a Sisyphean element to 
such a task. Rather than walling off every target a terrorist may attack, what you’d really like to do is figure 
out who the terrorists are before they strike and throw them in jail. 
 
The good news is there aren’t many terrorists. This is a natural conclusion if you consider the relative ease 
of carrying out a terrorist attack and the relative scarcity of such attacks. There has been a near absence of 
terrorism on U.S. soil since September 11; in the United Kingdom, terrorists are probably more prevalent 
but still exceedingly rare. 
 
The bad news is the scarcity of terrorists makes them hard to find before they do damage. Anti-terror 
efforts are traditionally built around three activities: gathering human intelligence, which is difficult and 
dangerous; monitoring electronic “chatter,” which can be like trying to sip from a fire hose; and following 
the international money trail—which, considering the trillions of dollars sloshing around the world’s banks 
every day, is like trying to sift the entire beach for a few particular grains of sand. The nineteen men behind 
the September 11 attacks funded their entire operation with $303,671.62, or less than $16,000 per person. 
 
Might there be a fourth tactic that could help find terrorists? 
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Ian Horsley* believes there may. He doesn’t work in law enforcement, or in government or the military, nor 
does anything in his background or manner suggest he might be the least bit heroic. He grew up in the heart 
of England, the son of an electrical engineer, and is now well into middle age. He still lives happily far from 
the maddening thrum of London. While perfectly affable, he isn’t outgoing or jolly by any measure; Horsley 
is, in his own words, “completely average and utterly forgettable.” 
 
Growing up, he thought he might like to be an accountant. But he left school when his girlfriend’s father 
helped him get a job as a bank cashier. He took on new positions at the bank as they arose, none of them 
particularly interesting or profitable. One job, in computer programming, turned out to be a bit more 
intriguing because it gave him “a fundamental understanding of the underlying database that the bank 
operates on,” he says. 
 
Horsley proved to be diligent, a keen observer of human behavior, and a man who plainly knew right from 
wrong. Eventually he was asked to sniff out fraud among bank employees, and in time he graduated to 
consumer fraud, which was a far wider threat to the bank. U.K. banks lose about $1.5 billion annually to 
such fraud. In recent years, it had been facilitated by two forces: the rise of online banking and the fierce 
competition among banks to snag new business. 
 
For a time, money was so cheap and credit so easy that anyone with a pulse, regardless of employment or 
citizenship or creditworthiness, could walk into a British bank and walk out with a debit card. (In truth, even 
a pulse wasn’t necessary: fraudsters were happy to use the identities of dead and fictional people as well.) 
Horsley learned the customs of various subgroups. West African immigrants were master check washers, 
while Eastern Europeans were the best identity thieves. Such fraudsters were relentless and creative: they 
would track down a bank’s call center and linger outside until an employee exited, offering a bribe for 
customers’ information. 
 
Horsley built a team of data analysts and profilers who wrote computer programs that could crawl through 
the bank’s database and detect fraudulent activity. The programmers were good. The fraudsters were also 
good, and nimble too, devising new scams as soon as old ones were compromised. These rapid mutations 
sharpened Horsley’s ability to think like a fraudster. Even in his sleep, his mind cruised through billions upon 
billions of bank data points, seeking out patterns that might betray wrongdoing. His algorithms got tighter 
and tighter. 
 
We had the good fortune to meet Ian Horsley at about this time and, jointly, we began to wonder: if his 
algorithms could sift through an endless stream of retail banking data and successfully detect fraudsters, 
might the same data be coaxed to identify other bad guys, like would-be terrorists? 
 
This hunch was supported by the data trail from the September 11 attacks. The banking histories of those 
nineteen terrorists revealed some behaviors that, in the aggregate, distinguished them from the typical 
bank customer: 
 
        * They opened their U.S. accounts with cash or cash equivalents, in the average amount of roughly 
$4,000, usually at a branch of a large, well-known bank. 
        * They typically used a P.O. box as an address, and the addresses changed frequently. 
        * Some of them regularly sent and received wire transfers to and from other countries, but these 
transactions were always below the limit that triggered the bank’s reporting requirements. 
        * They tended to make one large deposit and then withdraw cash in small amounts over time. 
        * Their banking didn’t reflect normal living expenses like rent, utilities, auto payments, insurance, and 
so on. 
        * There was no typical monthly consistency in the timing of their deposits or withdrawals. 
        * They didn’t use savings accounts or safe-deposit boxes. 
        * The ratio of cash withdrawals to checks written was unusually high. 
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It is obviously easier to retroactively create a banking profile of a proven terrorist than to build one that 
would identify a terrorist before he acts. Nor would a profile of these nineteen men—foreign nationals 
living in the United States who were training to hijack jetliners—necessarily fit the profile of, say, a 
homegrown suicide bomber in London. 
 
Furthermore, when data have been used in the past to identify wrongdoing—like the cheating 
schoolteachers and collusive sumo wrestlers we wrote about in Freakonomics—there was a relatively high 
prevalence of fraud among a targeted population. But in this case, the population was gigantic (Horsley’s 
bank alone had many millions of customers) while the number of potential terrorists was very small. 
 
Let’s say, however, you could develop a banking algorithm that was 99 percent accurate. We’ll assume the 
United Kingdom has 500 terrorists. The algorithm would correctly identify 495 of them, or 99 percent. But 
there are roughly 50 million adults in the United Kingdom who have nothing to do with terrorism, and the 
algorithm would also wrongly identify 1 percent of them, or 500,000 people. At the end of the day, this 
wonderful, 99-percent-accurate algorithm spits out too many false positives—half a million people who 
would be rightly indignant when they were hauled in by the authorities on suspicion of terrorism. 
 
Nor, of course, could the authorities handle the workload. 
 
This is a common problem in health care. A review of a recent cancer-screening trial showed that 50 
percent of the 68,000 participants got at least 1 false-positive result after undergoing 14 tests. So although 
health-care advocates may urge universal screening for all sorts of maladies, the reality is that the system 
would be overwhelmed by false positives and the sick would be crowded out. The baseball player Mike 
Lowell, a recent World Series MVP, underscored a related problem while discussing a plan to test every 
ballplayer in the league for human growth hormone. “If it’s 99 percent accurate, that’s going to be 7 false 
positives,” Lowell said. “What if one of the false positives is Cal Ripken? Doesn’t it put a black mark on his 
career?” 
 
Similarly, if you want to hunt terrorists, 99 percent accurate is not even close to good enough. 
 
  
 
On July 7, 2005, four Islamic suicide bombers struck in London, one on a crowded bus and three in the 
Underground. The murder toll was fifty-two. “Personally, I was devastated by it,” Horsley recalls. “We were 
just starting to work on identifying terrorists and I thought maybe, just maybe, if we had started a couple 
years earlier, would we have stopped it?” 
 
The 7/7 bombers left behind some banking data, but not much. In the coming months, however, a flock of 
suspicious characters accommodated our terrorist-detection project by getting themselves arrested by the 
British police. Granted, none of these men were proven terrorists; most of them would never be convicted 
of anything. But if they resembled a terrorist closely enough to get arrested, perhaps their banking habits 
could be mined to create a useful algorithm. As luck would have it, more than a hundred of these suspects 
were customers at Horsley’s bank. 
 
The procedure would require two steps. First, assemble all the available data on these hundred-plus 
suspects and create an algorithm based on the patterns that set these men apart from the general 
population. Once the algorithm was successfully fine-tuned, it could be used to dredge through the bank’s 
database to identify other potential bad guys. 
 
Given that the United Kingdom was battling Islamic fundamentalists and no longer, for instance, Irish 
militants, the arrested suspects invariably had Muslim names. This would turn out to be one of the 
strongest demographic markers for the algorithm. A person with neither a first nor a last Muslim name 
stood only a 1 in 500,000 chance of being a suspected terrorist. The likelihood for a person with a first or a 
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last Muslim name was 1 in 30,000. For a person with first and last Muslim names, however, the likelihood 
jumped to 1 in 2,000. 
 
The likely terrorists were predominately men, most commonly between the ages of twenty-six and thirty-
five. Furthermore, they were disproportionately likely to: 
 
        * Own a mobile phone 
        * Be a student 
        * Rent, rather than own, a home 
 
These traits, on their own, would hardly be grounds for arrest. (They describe just about every research 
assistant the two of us have ever had, and we are pretty sure none of them are terrorists.) But, when 
stacked atop the Muslim-name markers, even these common traits began to add power to the algorithm. 
 
Once the preceding factors were taken into account, several other characteristics proved fundamentally 
neutral, not identifying terrorists one way or another. They included: 
 
        * Employment status 
        * Marital status 
        * Living in close proximity to a mosque 
 
So contrary to common perception, a single, unemployed, twenty-six-year-old man who lived next door to a 
mosque was no more likely to be a terrorist than another twenty-six-year-old who had a wife, a job, and 
lived five miles from the mosque. 
 
There were also some prominent negative indicators. The data showed that a would-be terrorist was 
disproportionately unlikely to: 
 
        * Have a savings account 
        * Withdraw money from an ATM on a Friday afternoon 
        * Buy life insurance 
 
The no-ATM-on-Friday metric would seem to be a proxy for a Muslim who attends that day’s mandatory 
prayer service. The life-insurance marker is a bit more interesting. Let’s say you’re a twenty-six-year-old 
man, married with two young children. It probably makes sense to buy some life insurance so your family 
can survive if you happen to die young. But insurance companies don’t pay out if the policyholder commits 
suicide. So a twenty-six-year-old family man who suspects he may one day blow himself up probably isn’t 
going to waste money on life insurance. 
 
This all suggests that if a budding terrorist wants to cover his tracks, he should go down to the bank and 
change the name on his account to something very un-Muslim (Ian, perhaps). It also wouldn’t hurt to buy 
some life insurance. Horsley’s own bank offers starter policies for just a few quid per month. 
 
  
 
All these metrics, once combined, did a pretty good job of creating an algorithm that could distill the bank’s 
entire customer base into a relatively small group of potential terrorists. 
 
It was a tight net but not yet tight enough. What finally made it work was one last metric that dramatically 
sharpened the algorithm. In the interest of national security, we have been asked to not disclose the 
particulars; we’ll call it Variable X. 
 
What makes Variable X so special? For one, it is a behavioral metric, not a demographic one. The dream of 
anti-terrorist authorities everywhere is to somehow become a fly on the wall in a roomful of terrorists. In 
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one small, important way, Variable X accomplishes that. Unlike most other metrics in the algorithm, which 
produce a yes or no answer, Variable X measures the intensity of a particular banking activity. While not 
unusual in low intensities among the general population, this behavior occurs in high intensities much more 
frequently among those who have other terrorist markers. 
 
This ultimately gave the algorithm great predictive power. Starting with a database of millions of bank 
customers, Horsley was able to generate a list of about 30 highly suspicious individuals. According to his 
rather conservative estimate, at least 5 of those 30 are almost certainly involved in terrorist activities. Five 
out of 30 isn’t perfect—the algorithm misses many terrorists and still falsely identifies some innocents—but 
it sure beats 495 out of 500,495. 
 
As of this writing, Horsley has handed off the list of 30 to his superiors, who in turn have handed it off to the 
proper authorities. Horsley has done his work; now it is time for them to do theirs. Given the nature of the 
problem, Horsley may never know for certain if he was successful. And you, the reader, are even less likely 
to see direct evidence of his success because it would be invisible, manifesting itself in terrorist attacks that 
never happen. 
 
But perhaps you’ll find yourself in a British pub some distant day, one stool away from an unassuming, 
slightly standoffish stranger. You have a pint with him, and then another and a third. With his tongue 
loosened a bit, he mentions, almost sheepishly, that he has recently gained an honorific: he is now known 
as Sir Ian Horsley. He’s not at liberty to discuss the deeds that led to his knighthood, but it has something to 
do with protecting civil society from those who would do it great harm. You thank him profusely for the 
great service he has performed, and buy him another pint, and then a few more. When the pub at last 
closes, the two of you stumble outside. And then, just as he is about to set off on foot down a darkened 
lane, you think of a very small way to repay his service. You push him back onto the curb, hail a taxi, and 
stuff him inside. Because, remember, friends don’t let friends walk drunk. 
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CHAPTER 3 
UNBELIEVABLE STORIES ABOUT APATHY AND ALTRUISM 

 
In March 1964, late on a cold and damp Thursday night, something terrible happened in New York City, 
something suggesting that human beings are the most brutally selfish animals to ever roam the planet. 
 
A twenty-eight-year-old woman named Kitty Genovese drove home from work and parked, as usual, in the 
lot at the Long Island Rail Road station. She lived in Kew Gardens, Queens, roughly twenty minutes by train 
from Manhattan. It was a nice neighborhood, with tidy homes on shaded lots, a handful of apartment 
buildings, and a small commercial district. 
 
Genovese lived above a row of shops that fronted Austin Street. The entrance to her apartment was around 
the rear. She got out of her car and locked it; almost immediately, a man started chasing her and stabbed 
her in the back. Genovese screamed. The assault took place on the sidewalk in front of the Austin Street 
shops and across the street from a ten-story apartment building called the Mowbray. 
 
The assailant, whose name was Winston Moseley, retreated to his car, a white Corvair parked at the curb 
some sixty yards away. He put the car in reverse and backed it down the block, passing out of view. 
 
Genovese, meanwhile, staggered to her feet and made her way around to the back of her building. But in a 
short time Moseley returned. He sexually assaulted her and stabbed her again, leaving Genovese to die. 
Then he got back in his car and drove home. Like Genovese, he was young, twenty-nine years old, and he 
too lived in Queens. His wife was a registered nurse; they had two children. On the drive home, Moseley 
noticed another car stopped at a red light, its driver asleep at the wheel. Moseley got out and woke the 
man. He didn’t hurt or rob him. The next morning, Moseley went to work as usual. 
 
The crime soon became infamous. But not because Moseley was a psychopath—a seemingly normal family 
man who, although he had no criminal record, turned out to have a history of grotesque sexual violence. 
And it wasn’t because Genovese was a colorful character herself, a tavern manager who happened to be a 
lesbian and had a prior gambling arrest. Nor was it because Genovese was white and Moseley was black. 
 
The Kitty Genovese murder became infamous because of an article published on the front page of The New 
York Times. It began like this: 
 
    For more than half an hour 38 respectable, law-abiding citizens in Queens watched a killer stalk and stab 
a woman in three separate attacks in Kew Gardens…. Not one person telephoned the police during the 
assault; one witness called after the woman was dead. 
 
The murder took about thirty-five minutes from start to finish. “If we had been called when he first 
attacked,” said a police inspector, “the woman might not be dead now.” 
 
The police had interviewed Genovese’s neighbors the morning after the murder, and the Times’s reporter 
reinterviewed some of them. When asked why they hadn’t intervened or at least called the police, they 
offered a variety of excuses: 
 
“We thought it was a lovers’ quarrel.” 
 
“We went to the window to see what was happening but the light from our bedroom made it difficult to see 
the street.” 
 
“I was tired. I went back to bed.” 
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The article wasn’t very long—barely fourteen hundred words—but its impact was immediate and explosive. 
There seemed to be general agreement that the thirty-eight witnesses in Kew Gardens represented a new 
low in human civilization. Politicians, theologians, and editorial writers lambasted the neighbors for their 
apathy. Some even called for the neighbors’ addresses to be published so justice could be done. 
 
The incident so deeply shook the nation that over the next twenty years, it inspired more academic 
research on bystander apathy than the Holocaust. 
 
To mark the thirtieth anniversary, President Bill Clinton visited New York City and spoke about the crime: “It 
sent a chilling message about what had happened at that time in a society, suggesting that we were each of 
us not simply in danger but fundamentally alone.” 
 
More than thirty-five years later, the horror lived on in The Tipping Point, Malcolm Gladwell’s 
groundbreaking book about social behavior, as an example of the “bystander effect,” whereby the presence 
of multiple witnesses at a tragedy can actually inhibit intervention. 
 
Today, more than forty years later, the Kitty Genovese saga appears in all ten of the top-selling 
undergraduate textbooks for social psychology. One text describes the witnesses remaining “at their 
windows in fascination for the 30 minutes it took her assailant to complete his grisly deed, during which he 
returned for three separate attacks.” 
 
How on earth could thirty-eight people stand by and watch as their neighbor was brutalized? Yes, 
economists always talk about how self-interested we are, but doesn’t this demonstration of self-interest 
practically defy logic? Does our apathy really run so deep? 
 
  
 
The Genovese murder, coming just a few months after President John F. Kennedy’s assassination, seemed 
to signal a sort of social apocalypse. Crime was exploding in cities all across the United States, and no one 
seemed capable of stopping it. 
 
For decades, the rate of violent and property crimes in the United States had been steady and relatively 
low. But levels began to rise in the mid-1950s. By 1960, the crime rate was 50 percent higher than it had 
been in 1950; by 1970, the rate had quadrupled. 
 
Why? 
 
It was hard to say. So many changes were simultaneously rippling through American society in the 1960s—a 
population explosion, a growing anti-authoritarian sentiment, the expansion of civil rights, a wholesale shift 
in popular culture—that it wasn’t easy to isolate the factors driving crime. 
 
Imagine, for instance, you want to know whether putting more people in prison really lowers the crime 
rate. This question isn’t as obvious as it may seem. Perhaps the resources devoted to catching and jailing 
criminals could have been used more productively. Perhaps every time a bad guy is put away, another 
criminal rises up to take his place. 
 
To answer this question with some kind of scientific certainty, what you’d really like to do is conduct an 
experiment. Pretend you could randomly select a group of states and command each of them to release 
10,000 prisoners. At the same time, you could randomly select a different group of states and have them 
lock up 10,000 people, misdemeanor offenders perhaps, who otherwise wouldn’t have gone to prison. Now 
sit back, wait a few years, and measure the crime rate in those two sets of states. Voilà! You’ve just run the 
kind of randomized, controlled experiment that lets you determine the relationship between variables. 
 



56 
 

Unfortunately, the governors of those random states probably wouldn’t take too kindly to your experiment. 
Nor would the people you sent to prison in some states or the next-door neighbors of the prisoners you 
freed in others. So your chances of actually conducting this experiment are zero. 
 
That’s why researchers often rely on what is known as a natural experiment, a set of conditions that mimic 
the experiment you want to conduct but, for whatever reason, cannot. In this instance, what you want is a 
radical change in the prison population of various states for reasons that have nothing to do with the 
amount of crime in those states. 
 
Happily, the American Civil Liberties Union was good enough to create just such an experiment. In recent 
decades, the ACLU has filed lawsuits against dozens of states to protest overcrowded prisons. Granted, the 
choice of states is hardly random. The ACLU sues where prisons are most crowded and where it has the best 
chance of winning. But the crime trends in states sued by the ACLU look very similar to trends in other 
states. 
 
The ACLU wins virtually all of these cases, after which the state is ordered to reduce overcrowding by letting 
some prisoners free. In the three years after such court decisions, the prison population in these states falls 
by 15 percent relative to the rest of the country. 
 
What do those freed prisoners do? A whole lot of crime. In the three years after the ACLU wins a case, 
violent crime rises by 10 percent and property crime by 5 percent in the affected states. 
 
So it takes some work, but using indirect approaches like natural experiments can help us look back at the 
dramatic crime increase of the 1960s and find some explanations. 
 
One major factor was the criminal-justice system itself. The ratio of arrests per crime fell dramatically 
during the 1960s, for both property and violent crime. But not only were the police catching a smaller share 
of the criminals; the courts were less likely to lock up those who were caught. In 1970, a criminal could 
expect to spend an astonishing 60 percent less time behind bars than he would have for the same crime 
committed a decade earlier. Overall, the decrease in punishment during the 1960s seems to be responsible 
for roughly 30 percent of the rise in crime. 
 
The postwar baby boom was another factor. Between 1960 and 1980, the fraction of the U.S. population 
between the ages of fifteen and twenty-four rose by nearly 40 percent, an unprecedented surge in the age 
group most at risk for criminal involvement. But even such a radical demographic shift can only account for 
about 10 percent of the increase in crime. 
 
So together, the baby boom and the declining rate of imprisonment explain less than half of the crime 
spike. Although a host of other hypotheses have been advanced—including the great migration of African 
Americans from the rural South to northern cities and the return of Vietnam vets scarred by war—all of 
them combined still cannot explain the crime surge. Decades later, most criminologists remain perplexed. 
 
The answer might be right in front of our faces, literally: television. Maybe Beaver Cleaver and his picture-
perfect TV family weren’t just a casualty of the changing times (Leave It to Beaver was canceled in 1963, the 
same year Kennedy was assassinated). Maybe they were actually a cause of the problem. 
 
People have long posited that violent TV shows lead to violent behavior, but that claim is not supported by 
data. We are making an entirely different argument here. Our claim is that children who grew up watching a 
lot of TV, even the most innocuous family-friendly shows, were more likely to engage in crime when they 
got older. 
 
Testing this hypothesis isn’t easy. You can’t just compare a random bunch of kids who watched a lot of TV 
with those who didn’t. The ones who were glued to the TV are sure to differ from the other children in 
countless ways beyond their viewing habits. 
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A more believable strategy might be to compare cities that got TV early with those that got it much later. 
 
We wrote earlier that cable TV came to different parts of India at different times, a staggered effect that 
made it possible to measure TV’s impact on rural Indian women. The initial rollout of TV in the United States 
was even bumpier. This was mainly due to a four-year interruption, from 1948 to 1952, when the Federal 
Communications Commission declared a moratorium on new stations so the broadcast spectrum could be 
reconfigured. 
 
Some places in the United States started receiving signals in the mid-1940s while others had no TV until a 
decade later. As it turns out, there is a stark difference in crime trends between cities that got TV early and 
those that got it late. These two sets of cities had similar rates of violent crime before the introduction of 
TV. But by 1970, violent crime was twice as high in the cities that got TV early relative to those that got it 
late. For property crime, the early-TV cities started with much lower rates in the 1940s than the late-TV 
cities, but ended up with much higher rates. 
 
There may of course be other differences between the early-TV cities and the late-TV cities. To get around 
that, we can compare children born in the same city in, say, 1950 and 1955. So in a city that got TV in 1954, 
we are comparing one age group that had no TV for the first four years of life with another that had TV the 
entire time. Because of the staggered introduction of TV, the cutoff between the age groups that grew up 
with and without TV in their early years varies widely across cities. This leads to specific predictions about 
which cities will see crime rise earlier than others—as well as the age of the criminals doing the crimes. 
 
So did the introduction of TV have any discernible effect on a given city’s crime rate? 
 
The answer seems to be yes, indeed. For every extra year a young person was exposed to TV in his first 15 
years, we see a 4 percent increase in the number of property-crime arrests later in life and a 2 percent 
increase in violent-crime arrests. According to our analysis, the total impact of TV on crime in the 1960s was 
an increase of 50 percent in property crimes and 25 percent in violent crimes. 
 
Why did TV have this dramatic effect? 
 
Our data offer no firm answers. The effect is largest for children who had extra TV exposure from birth to 
age four. Since most four-year-olds weren’t watching violent shows, it’s hard to argue that content was the 
problem. 
 
It may be that kids who watched a lot of TV never got properly socialized, or never learned to entertain 
themselves. Perhaps TV made the have-nots want the things the haves had, even if it meant stealing them. 
Or maybe it had nothing to do with the kids at all; maybe Mom and Dad became derelict when they 
discovered that watching TV was a lot more entertaining than taking care of the kids. 
 
Or maybe early TV programs somehow encouraged criminal behavior. The Andy Griffith Show, a huge hit 
that debuted in 1960, featured a friendly sheriff who didn’t carry a gun and his extravagantly inept deputy, 
named Barney Fife. Could it be that all the would-be criminals who watched this pair on TV concluded that 
the police simply weren’t worth being afraid of? 
 
  
 
As a society, we’ve come to accept that some bad apples will commit crimes. But that still doesn’t explain 
why none of Kitty Genovese’s neighbors—regular people, good people—stepped in to help. We all witness 
acts of altruism, large and small, just about every day. (We may even commit some ourselves.) So why 
didn’t a single person exhibit altruism on that night in Queens? 
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A question like this may seem to fall beyond the realm of economics. Sure, liquidity crunches and oil prices 
and even collateralized debt obligations—but social behaviors like altruism? Is that really what economists 
do? 
 
For hundreds of years, the answer was no. But around the time of the Genovese murder, a few renegade 
economists had begun to care deeply about such things. Chief among them was Gary Becker, whom we met 
earlier, in this book’s introduction. Not satisfied with just measuring the economic choices people make, 
Becker tried to incorporate the sentiments they attached to such choices. 
 
Some of Becker’s most compelling research concerned altruism. He argued, for instance, that the same 
person who might be purely selfish in business could be exceedingly altruistic among people he knew—
although, importantly (Becker is an economist, after all), he predicted that altruism even within a family 
would have a strategic element. Years later, the economists Doug Bernheim, Andrei Shleifer, and Larry 
Summers empirically demonstrated Becker’s point. Using data from a U.S. government longitudinal study, 
they showed that an elderly parent in a retirement home is more likely to be visited by his grown children if 
they are expecting a sizable inheritance. 
 
But wait, you say: maybe the offspring of wealthy families are simply more caring toward their elderly 
parents? 
 
A reasonable conjecture—in which case you’d expect an only child of wealthy parents to be especially 
dutiful. But the data show no increase in retirement-home visits if a wealthy family has only one grown 
child; there need to be at least two. This suggests that the visits increase because of competition between 
siblings for the parent’s estate. What might look like good old-fashioned intrafamilial altruism may be a sort 
of prepaid inheritance tax. 
 
Some governments, wise to the ways of the world, have gone so far as to legally require grown children to 
visit or support their aging moms and dads. In Singapore, the law is known as the Maintenance of Parents 
Act. 
 
Still, people appear to be extraordinarily altruistic, and not just within their own families. Americans in 
particular are famously generous, donating about $300 billion a year to charity, more than 2 percent of the 
nation’s GDP. Just think back to the last hurricane or earthquake that killed a lot of people, and recall how 
Good Samaritans rushed forward with their money and time. 
 
But why? 
 
Economists have traditionally assumed that the typical person makes rational decisions in line with his own 
self-interest. So why should this rational fellow—Homo economicus, he is usually called—give away some of 
his hard-earned cash to someone he doesn’t know in a place he can’t pronounce in return for nothing more 
than a warm, fuzzy glow? 
 
Building on Gary Becker’s work, a new generation of economists decided it was time to understand altruism 
in the world at large. But how? How can we know whether an act is altruistic or self-serving? If you help 
rebuild a neighbor’s barn, is it because you’re a moral person or because you know your own barn might 
burn down someday? When a donor gives millions to his alma mater, is it because he cares about the 
pursuit of knowledge or because he gets his name plastered on the football stadium? 
 
Sorting out such things in the real world is extremely hard. While it is easy to observe actions—or, in the 
Kitty Genovese case, inaction—it is much harder to understand the intentions behind an action. 
 
Is it possible to use natural experiments, like the ACLU-prison scenario, to measure altruism? You might 
consider, for instance, looking at a series of calamities to see how much charitable contribution they 
produce. But with so many variables, it would be hard to tease out the altruism from everything else. A 
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crippling earthquake in China is not the same as a scorching drought in Africa, which is not the same as a 
devastating hurricane in New Orleans. Each disaster has its own sort of “appeal”—and, just as important, 
donations are heavily influenced by media coverage. One recent academic study found that a given disaster 
received an 18 percent spike in charitable aid for each seven-hundred-word newspaper article and a 13 
percent spike for every sixty seconds of TV news coverage. (Anyone hoping to raise money for a Third World 
disaster had better hope it happens on a slow news day.) And such disasters are by their nature 
anomalies—especially noisy ones, like shark attacks—that probably don’t have much to say about our 
baseline altruism. 
 
In time, those renegade economists took a different approach: since altruism is so hard to measure in the 
real world, why not peel away all the real world’s inherent complexities by bringing the subject into the 
laboratory? 
 
  
 
Laboratory experiments are of course a pillar of the physical sciences and have been since Galileo Galilei 
rolled a bronze ball down a length of wooden molding to test his theory of acceleration. Galileo believed—
correctly, as it turned out—that a small creation like his could lead to a better understanding of the greatest 
creations known to humankind: the earth’s forces, the order of the skies, the workings of human life itself. 
 
More than three centuries later, the physicist Richard Feynman reasserted the primacy of this belief. “The 
test of all knowledge is experiment,” he said. “Experiment is the sole judge of scientific ‘truth.’” The 
electricity you use, the cholesterol drug you swallow, the page or screen or speaker from which you are 
consuming these very words—they are all the product of a great deal of experimentation. 
 
Economists, however, have never been as reliant on the lab. Most of the problems they traditionally worry 
about—the effect of tax increases, for instance, or the causes of inflation—are difficult to capture there. But 
if the lab could unravel the scientific mysteries of the universe, surely it could help figure out something as 
benign as altruism. 
 
These new experiments typically took the form of a game, run by college professors and played by their 
students. This path had been paved by the beautiful mind of John Nash and other economists who, in the 
1950s, experimented broadly with the Prisoner’s Dilemma, a game-theory problem that came to be seen as 
a classic test of strategic cooperation. (It was invented to glean insights about the nuclear standoff between 
the United States and the Soviet Union.) 
 
By the early 1980s, the Prisoner’s Dilemma had inspired a lab game called Ultimatum, which works as 
follows. Two players, who remain anonymous to each other, have a onetime chance to split a sum of 
money. Player 1 (let’s call her Annika) is given $20 and is instructed to offer any amount, from $0 to $20, to 
Player 2 (we’ll call her Zelda). Zelda must decide whether to accept or reject Annika’s offer. If she accepts, 
they split the money according to Annika’s offer. But if she rejects, they both go home empty-handed. Both 
players know all these rules coming into the game. 
 
To an economist, the strategy is obvious. Since even a penny is more valuable than nothing, it makes sense 
for Zelda to accept an offer as low as a penny—and, therefore, it makes sense for Annika to offer just a 
penny, keeping $19.99 for herself. 
 
But, economists be damned, that’s not how normal people played the game. The Zeldas usually rejected 
offers below $3. They were apparently so disgusted by a lowball offer that they were willing to pay to 
express their disgust. Not that lowball offers happened very often. On average, the Annikas offered the 
Zeldas more than $6. Given how the game works, an offer this large was clearly meant to ward off rejection. 
But still, an average of $6—almost a third of the total amount—seemed pretty generous. 
 
Does that make it altruism? 
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Maybe, but probably not. The Ultimatum player making the offer has something to gain—the avoidance of 
rejection—by giving more generously. As often happens in the real world, seemingly kind behaviors in 
Ultimatum are inextricably tied in with potentially selfish motivations. 
 
Enter, therefore, a new and ingenious variant of Ultimatum, this one called Dictator. Once again, a small 
pool of money is divided between two people. But in this case, only one person gets to make a decision. 
(Thus the name: the “dictator” is the only player who matters.) 
 
The original Dictator experiment went like this. Annika was given $20 and told she could split the money 
with some anonymous Zelda in one of two ways: (1) right down the middle, with each person getting $10; 
or (2) with Annika keeping $18 and giving Zelda just $2. 
 
Dictator was brilliant in its simplicity. As a one-shot game between two anonymous parties, it seemed to 
strip out all the complicating factors of real-world altruism. Generosity could not be rewarded, nor could 
selfishness be punished, because the second player (the one who wasn’t the dictator) had no recourse to 
punish the dictator if the dictator acted selfishly. The anonymity, meanwhile, eliminated whatever personal 
feeling the donor might have for the recipient. The typical American, for instance, is bound to feel different 
toward the victims of Hurricane Katrina than the victims of a Chinese earthquake or an African drought. She 
is also likely to feel different about a hurricane victim and an AIDS victim. 
 
So the Dictator game seemed to go straight to the core of our altruistic impulse. How would you play it? 
Imagine that you’re the dictator, faced with the choice of giving away half of your $20 or giving just $2. 
 
The odds are you would…divide the money evenly. That’s what three of every four participants did in the 
first Dictator experiments. Amazing! 
 
Dictator and Ultimatum yielded such compelling results that the games soon caught fire in the academic 
community. They were conducted hundreds of times in myriad versions and settings, by economists as well 
as psychologists, sociologists, and anthropologists. In a landmark study published in book form as 
Foundations of Human Sociality, a group of preeminent scholars traveled the world to test altruism in 
fifteen small-scale societies, including Tanzanian hunter-gatherers, the Ache Indians of Paraguay, and 
Mongols and Kazakhs in western Mongolia. 
 
As it turns out, it didn’t matter if the experiment was run in western Mongolia or the South Side of Chicago: 
people gave. By now the game was usually configured so that the dictator could give any amount (from $0 
to $20), rather than being limited to the original two options ($2 or $10). Under this construct, people gave 
on average about $4, or 20 percent of their money. 
 
The message couldn’t have been much clearer: human beings indeed seemed to be hardwired for altruism. 
Not only was this conclusion uplifting—at the very least, it seemed to indicate that Kitty Genovese’s 
neighbors were nothing but a nasty anomaly—but it rocked the very foundation of traditional economics. 
“Over the past decade,” Foundations of Human Sociality claimed, “research in experimental economics has 
emphatically falsified the textbook representation of Homo economicus.” 
 
Non-economists could be forgiven if they felt like crowing with satisfaction. Homo economicus, that hyper-
rational, self-interested creature that dismal scientists had embraced since the beginning of time, was dead 
(if he ever really existed). Hallelujah! 
 
If this new paradigm—Homo altruisticus?—was bad news for traditional economists, it looked good to 
nearly everyone else. The philanthropy and disaster-relief sectors in particular had reason to cheer. But 
there were far broader implications. Anyone from a high government official down to a parent hoping to 
raise civic-minded children had to gain inspiration from the Dictator findings—for if people are innately 
altruistic, then society should be able to rely on its altruism to solve even the most vexing problems. 
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Consider the case of organ transplantation. The first successful kidney transplant was performed in 1954. To 
the layperson, it looked rather like a miracle: someone who would surely have died of kidney failure could 
now live on by having a replacement organ plunked inside him. 
 
Where did this new kidney come from? The most convenient source was a fresh cadaver, the victim of an 
automobile accident perhaps or some other type of death that left behind healthy organs. The fact that one 
person’s death saved the life of another only heightened the sense of the miraculous. 
 
But over time, transplantation became a victim of its own success. The normal supply of cadavers couldn’t 
keep up with the demand for organs. In the United States, the rate of traffic fatalities was declining, which 
was great news for drivers but bad news for patients awaiting a lifesaving kidney. (At least motorcycle 
deaths kept up, thanks in part to many state laws allowing motorcyclists—or, as transplant surgeons call 
them, “donorcyclists”—to ride without helmets.) In Europe, some countries passed laws of “presumed 
consent” rather than requesting that a person donate his organs in the event of an accident, the state 
assumed the right to harvest his organs unless he or his family specifically opted out. But even so, there 
were never enough kidneys to go around. 
 
Fortunately, cadavers aren’t the only source of organs. We are born with two kidneys but need only one to 
live—the second kidney is a happy evolutionary artifact—which means that a living donor can surrender 
one kidney to save someone’s life and still carry on a normal life himself. Talk about altruism! 
 
Stories abounded of one spouse giving a kidney to the other, a brother coming through for his sister, a 
grown woman for her aging parent, even kidneys donated between long-ago playground friends. But what if 
you were dying and didn’t have a friend or relative willing to give you a kidney? 
 
One country, Iran, was so worried about the kidney shortage that it enacted a program many other nations 
would consider barbaric. It sounded like the kind of idea some economist might have dreamed up, drunk on 
his belief in Homo economicus: the Iranian government would pay people to give up a kidney, roughly 
$1,200, with an additional sum paid by the kidney recipient. 
 
In the United States, meanwhile, during a 1983 congressional hearing, an enterprising doctor named Barry 
Jacobs described his own pay-for-organs plan. His company, International Kidney Exchange, Ltd., would 
bring Third World citizens to the United States, remove one of their kidneys, give them some money, and 
send them back home. Jacobs was savaged for even raising the idea. His most vigorous critic was a young 
Tennessee congressman named Al Gore, who wondered if these kidney harvestees “might be willing to give 
you a cut-rate price just for the chance to see the Statue of Liberty or the Capitol or something.” 
 
Congress promptly passed the National Organ Transplant Act, which made it illegal “for any person to 
knowingly acquire, receive, or otherwise transfer any human organ for valuable consideration for use in 
human transplantation.” 
 
Sure, a country like Iran might let people buy and sell human organs as if they were live chickens at a 
market. But surely the United States had neither the stomach nor the need for such a desperate maneuver. 
After all, some of the nation’s most brilliant academic researchers had scientifically established that human 
beings are altruistic by their very nature. Perhaps this altruism was just an ancient evolutionary leftover, like 
that second kidney. But who cared why it existed? The United States would lead the way, a light unto the 
nations, relying proudly on our innate altruism to procure enough donated kidneys to save tens of 
thousands of lives every year. 
 
  
 
The Ultimatum and Dictator games inspired a boom in experimental economics, which in turn inspired a 
new subfield called behavioral economics. A blend of traditional economics and psychology, it sought to 
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capture the elusive and often puzzling human motivations Gary Becker had been thinking about for 
decades. 
 
With their experiments, behavioral economists continued to sully the reputation of Homo economicus. He 
was starting to look less self-interested every day—and if you had a problem with that conclusion, well, just 
look at the latest lab results on altruism, cooperation, and fairness. 
 
One of the most prolific experimental economists among the new generation was a native of Sun Prairie, 
Wisconsin, named John List. He became an economist by accident and had a far less polished academic 
pedigree than his peers and elders. He came from a family of truckers. “My grandfather moved here from 
Germany, and he was a farmer,” List says. “Then he saw that truckers were making more money than he 
was just to take his grain to the mill, so he decided to sell everything and buy one truck.” 
 
The Lists were a smart, hardworking, athletic family, but academics were not of paramount importance. 
John’s father started driving trucks when he was twelve, and John too was expected to join the family 
business. But he rebelled by going to college. This happened only because he earned a partial golf and 
academic scholarship to the University of Wisconsin–Stevens Point. During school breaks he’d help his 
father unload calf feed or haul a load of paper goods down to Chicago, three and a half hours away. 
 
During golf practice at Stevens Point, List noticed a group of professors who had time to play golf just about 
every afternoon. They taught economics. That’s when List decided to become an economics professor too. 
(It helped that he liked the subject.) 
 
For graduate school he chose the University of Wyoming. It was hardly a top-tier program, but even so he 
felt overmatched. On the first day, when students went around the classroom and gave a bit of personal 
background, List felt everyone staring at him when he said he’d graduated from Stevens Point. They had all 
gone to places like Columbia and the University of Virginia. He decided his only chance was to outwork 
them. Over the next few years, he wrote more papers and took more qualifying exams than anyone else—
and, like many young economists, started to dabble with lab experiments. 
 
When it was time to apply for a teaching job, List sent out 150 applications. The response was, shall we say, 
muted. He did land a job at the University of Central Florida, in Orlando, where he took on a heavy teaching 
load and also coached the men’s and women’s waterskiing teams. He was a blue-collar economist if ever 
there was one. He was still writing paper after paper and running lots of experiments; his water-skiers even 
qualified for the national championships. 
 
After a few years, List was invited to join Vernon Smith, the godfather of economic lab experiments, at the 
University of Arizona. The job would pay $63,000, considerably more than his UCF salary. Out of loyalty, List 
presented the offer to his dean, expecting UCF to at least match the offer. 
 
“For $63,000,” he was told, “we think we can replace you.” 
 
His stay at Arizona was brief, for he was soon recruited by the University of Maryland. While teaching there, 
he also served on the President’s Council of Economic Advisors; List was the lone economist on a forty-two-
person U.S. delegation to India to help negotiate the Kyoto Protocol. 
 
He was by now firmly at the center of experimental economics, a field that had never been hotter. In 2002, 
the Nobel Prize for economics was shared by Vernon Smith and Daniel Kahneman, a psychologist whose 
research on decision-making laid the groundwork for behavioral economics. These men and others of their 
generation had built a canon of research that fundamentally challenged the status quo of classical 
economics, and List was following firmly in their footsteps, running variants of Dictator and other 
behavioralist lab games. 
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But since his days at Stevens Point, he had also been conducting quirky field experiments—studies where 
the participants didn’t know an experiment was going on—and found that the lab findings didn’t always 
hold up in the real world. (Economists are known to admire theoretical proofs; thus the old quip: Sure, it 
works in practice, but does it work in theory?) 
 
Some of his most interesting experiments took place at a baseball-card show in Virginia. List had been 
attending such shows for years. As an undergrad, he sold sports cards to earn cash, driving as far as Des 
Moines, Chicago, or Minneapolis, wherever there was a good market. 
 
In Virginia, List cruised the trading floor and randomly recruited customers and dealers, asking them to step 
into a back room for an economics experiment. It went like this. A customer would state how much he was 
willing to pay for a single baseball card, choosing from one of five prices that List established. These offers 
ranged from lowball ($4) to premium ($50). Then the dealer would give the customer a card that was 
supposed to correspond to the offered price. Every customer and dealer did five such transactions, though 
with a different partner for each round. 
 
When the customer has to name his price first—like the white men who visit Chicago street prostitutes—
the dealer is plainly in a position to cheat, by giving a card that’s worth less than the offer. The dealer is also 
in a better position to know each card’s true worth. But the buyers had some leverage, too: if they thought 
the sellers would cheat, they could simply make a lowball offer each round. 
 
So what happened? On average, the customers made fairly high offers and the dealers offered cards of 
commensurate value. This suggests that the buyers trusted the sellers and the buyers’ trust was rewarded 
fairly. 
 
This didn’t surprise List. He had simply demonstrated that the results you get in a lab with college students 
could be replicated outside the lab with sport-card traders, at least when the participants know a 
researcher is carefully recording their actions. 
 
Then he ran a different experiment, out on the real trading floor. Once again, he recruited random 
customers. But this time he had them approach dealers at their booths, and the dealers didn’t know they 
were being watched. 
 
The protocol was simple. A customer would make a dealer one of two offers: “Give me the best Frank 
Thomas card you can for $20” or “Give me the best Frank Thomas card you can for $65.” 
 
What happened? 
 
Unlike their scrupulous behavior in the back room, the dealers consistently ripped off the customers, giving 
them lower-quality cards than the offer warranted. This was true for both the $20 offer and the $65 offer. 
In the data, List found an interesting split: the out-of-town dealers cheated more often than the locals. This 
made sense. A local dealer was probably more concerned with protecting his reputation. He might even 
have been worried about retribution—a baseball bat upside the head, perhaps, after a customer went 
home, got online, and found out he’d been hustled. 
 
The trade-floor cheating made List wonder if perhaps all the “trust” and “fairness” he’d witnessed in the 
back room weren’t trust and fairness at all. What if they were just a product of the experimenter’s scrutiny? 
And what if the same was true for altruism? 
 
Despite all the lab evidence of altruism collected by his peers and elders, List was skeptical. His own field 
experiments pointed in a different direction, as did his personal experience. Back when he was nineteen 
years old, he delivered a load of paper goods to Chicago. His girlfriend, Jennifer, came along for the ride. 
(They’d later marry and have five kids.) When they got to the warehouse, four men were in the loading bay, 
sitting on a couch. It was the dead of summer and punishingly hot. One man said they were on break. 
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List asked how long the break would last. 
 
“Well, we don’t know,” the man said, “so why don’t you just start unloading yourself.” 
 
It was customary for warehouse workers to unload a trucker’s truck, or at least help. Plainly that wasn’t 
going to happen. 
 
“Well, if you guys don’t want to help, that’s fine,” List said. “Just give me the keys to the forklift.” 
 
They laughed and told him the keys were lost. 
 
So List, along with Jennifer, began unloading the truck, box by box. Drenched in sweat and thoroughly 
miserable, they labored under the mocking eyes of the four workmen. Finally only a few boxes were left. 
One of the workmen suddenly found the keys to the forklift and drove it over to List’s truck. 
 
Encounters like this had made John List seriously question whether altruism truly runs wild through the 
veins of humankind, as Dictator and other lab experiments argued. 
 
Yes, that research had won much acclaim, including a Nobel Prize. But the more List thought about it, the 
more he wondered if perhaps those findings were simply—well, wrong. 
 
  
 
In 2005, thanks largely to his field experiments, List was offered a tenured professor position at the 
University of Chicago, perhaps the most storied economics program in the world. This wasn’t supposed to 
happen. It is a nearly inexorable law of academia that when a professor lands a tenured job, he does so at 
an institution less prestigious than the one where he began teaching, and also less prestigious than where 
he received his Ph.D. John List, meanwhile, was like a salmon who swam downstream to spawn, into the 
open water. Back in Wisconsin, his family was unimpressed. “They wonder why I’ve failed so miserably,” he 
says, “why I’m not still in Orlando, where the weather is really great, instead of Chicago, where the crime is 
really high.” 
 
By now he knew the literature on altruism experiments as well as anyone. And he knew the real world a bit 
better. “What is puzzling,” he wrote, “is that neither I nor any of my family or friends (or their families or 
friends) have ever received an anonymous envelope stuffed with cash. How can this be, given that scores of 
students around the world have outwardly exhibited their preferences for giving in laboratory experiments 
by sending anonymous cash gifts to anonymous souls?” 
 
So List set out to definitively determine if people are altruistic by nature. His weapon of choice was Dictator, 
the same tool that created the conventional wisdom. But List had a few modifications up his sleeve. This 
meant recruiting a whole bunch of student volunteers and running a few different versions of the 
experiment. 
 
He began with classic Dictator. The first player (whom we’ll call Annika once again) was given some cash and 
had to decide whether to give none, some, or even all of it to some anonymous Zelda. List found that 70 
percent of the Annikas gave some money to Zelda, and the average “donation” was about 25 percent of the 
total. This result was perfectly in line with the typical Dictator findings, and perfectly consistent with 
altruism. 
 
In the second version, List gave Annika another option: she could still give Zelda any amount of her money 
but, if she preferred, she could instead take $1 from Zelda. If the dictators were altruistic, this tweak to the 
game shouldn’t matter at all; it should only affect the people who otherwise would have given nothing. All 
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List did was expand the dictator’s “choice set” in a way that was irrelevant for all but the stingiest of 
players. 
 
But only 35 percent of the Annikas in this modified, steal-a-dollar-if-you-want version gave any money to 
Zelda. That was just half the number who gave in the original Dictator. Nearly 45 percent, meanwhile, didn’t 
give a penny, while the remaining 20 percent took a dollar from Zelda. 
 
Hey, what happened to all the altruism? 
 
But List didn’t stop there. In the third version, Annika was told that Zelda had been given the same amount 
of money that she, Annika, was given. And Annika could steal Zelda’s entire payment—or, if she preferred, 
she could give Zelda any portion of her own money. 
 
What happened? Now only 10 percent of the Annikas gave Zelda any money, while more than 60 percent of 
the Annikas took from Zelda. More than 40 percent of the Annikas took all of Zelda’s money. Under List’s 
guidance, a band of altruists had suddenly—and quite easily—been turned into a gang of thieves. 
 
The fourth and final version of List’s experiment was identical to the third—the dictator could steal the 
other player’s entire pile of money—but with one simple twist. Instead of being handed some money to 
play the game, as is standard in such lab experiments, Annika and Zelda first had to work for it. (List needed 
some envelopes stuffed for another experiment, and with limited research funds he was killing two birds 
with one stone.) 
 
After they worked, it was time to play. Annika still had the option of taking all of Zelda’s money, as more 
than 60 percent of the Annikas did in the previous version. But now, with both players having earned their 
money, only 28 percent of the Annikas took from Zelda. Fully two-thirds of the Annikas neither gave nor 
took a penny. 
 
So what had John List done, and what does it mean? 
 
He upended the conventional wisdom on altruism by introducing new elements to a clever lab experiment 
to make it look a bit more like the real world. If your only option in the lab is to give away some money, you 
probably will. But in the real world, that is rarely your only option. The final version of his experiment, with 
the envelope-stuffing, was perhaps most compelling. It suggests that when a person comes into some 
money honestly and believes that another person has done the same, she neither gives away what she 
earned nor takes what doesn’t belong to her. 
 
But what about all the prizewinning behavioral economists who had identified altruism in the wild? 
 
“I think it’s pretty clear that most people are misinterpreting their data,” List says. “To me, these 
experiments put the knife in it. It’s certainly not altruism we’ve been seeing.” 
 
List had painstakingly worked his way up from truck driver’s son to the center of an elite group of scholars 
who were rewriting the rules of economic behavior. Now, in order to stay true to his scientific principles, he 
had to betray them. As word of his findings began to trickle out, he suddenly became, as he puts it, “clearly 
the most hated guy in the field.” 
 
  
 
List can at least be consoled by knowing that he is almost certainly correct. Let’s consider some of the forces 
that make such lab stories unbelievable. 
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The first is selection bias. Think back to the tricky nature of doctor report cards. The best cardiologist in 
town probably attracts the sickest and most desperate patients. So if you’re keeping score solely by death 
rate, that doctor may get a failing grade even though he is excellent. 
 
Similarly, are the people who volunteer to play Dictator more cooperative than average? Quite likely yes. 
Scholars long before John List pointed out that behavioral experiments in a college lab are “the science of 
just those sophomores who volunteer to participate in research and who also keep their appointment with 
the investigator.” Moreover, such volunteers tend to be “scientific do-gooders” who “typically have…*a+ 
higher need for approval and lower authoritarianism than non-volunteers.” 
 
Or maybe, if you’re not a do-gooder, you simply don’t participate in this kind of experiment. That’s what List 
observed during his baseball-card study. When he was recruiting volunteers for the first round, which he 
clearly identified as an economics experiment, he made note of which dealers declined to participate. In the 
second round, when List dispatched customers to see if unwitting dealers would rip them off, he found that 
the dealers who declined to participate in the first round were, on average, the biggest cheaters. 
 
Another factor that pollutes laboratory experiments is scrutiny. When a scientist brings a lump of uranium 
into a lab, or a mealworm or a colony of bacteria, that object isn’t likely to change its behavior just because 
it’s being watched by someone in a white lab coat. 
 
For human beings, however, scrutiny has a powerful effect. Do you run a red light when there’s a police 
car—or, increasingly these days, a mounted camera—at the intersection? Thought not. Are you more likely 
to wash your hands in the office restroom if your boss is already washing hers? Thought so. 
 
Our behavior can be changed by even subtler levels of scrutiny. At the University of Newcastle upon Tyne in 
England, a psychology professor named Melissa Bateson surreptitiously ran an experiment in her own 
department’s break room. Customarily, faculty members paid for coffee and other drinks by dropping 
money into an “honesty box.” Each week, Bateson posted a new price list. The prices never changed, but 
the small photograph atop the list did. On odd weeks, there was a picture of flowers; on even weeks, a pair 
of human eyes. When the eyes were watching, Bateson’s colleagues left nearly three times as much money 
in the honesty box. So the next time you laugh when a bird is frightened off by a silly scarecrow, remember 
that scarecrows work on human beings too. 
 
How does scrutiny affect the Dictator game? Imagine you’re a student—a sophomore, probably—who 
volunteered to play. The professor running the experiment may stay in the background, but he’s plainly 
there to record which choices the participants are making. Keep in mind that the stakes are relatively low, 
just $20. Keep in mind also that you got the $20 just for showing up, so you didn’t work for the money. 
 
Now you are asked if you’d like to give some of your money to an anonymous student who didn’t get $20 
for free. You didn’t really want to keep all that money, did you? You may not like this particular professor; 
you might even actively dislike him—but no one wants to look cheap in front of somebody else. What the 
heck, you decide, I’ll give away a few of my dollars. But even a cockeyed optimist wouldn’t call that altruism. 
 
In addition to scrutiny and selection bias, there’s one more factor to consider. Human behavior is influenced 
by a dazzlingly complex set of incentives, social norms, framing references, and the lessons gleaned from 
past experience—in a word, context. We act as we do because, given the choices and incentives at play in a 
particular circumstance, it seems most productive to act that way. This is also known as rational behavior, 
which is what economics is all about. 
 
It isn’t that the Dictator participants didn’t behave in context. They did. But the lab context is unavoidably 
artificial. As one academic researcher wrote more than a century ago, lab experiments have the power to 
turn a person into “a stupid automaton” who may exhibit a “cheerful willingness to assist the investigator in 
every possible way by reporting to him those very things which he is most eager to find.” The psychiatrist 
Martin Orne warned that the lab encouraged what might best be called forced cooperation. “Just about any 
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request which could conceivably be asked of the subject by a reputable investigator,” he wrote, “is 
legitimized by the quasi-magical phrase “This is an experiment.’” 
 
Orne’s point was borne out rather spectacularly by at least two infamous lab experiments. In a 1961–62 
study designed to understand why Nazi officers obeyed their superiors’ brutal orders, the Yale psychologist 
Stanley Milgram got volunteers to follow his instructions and administer a series of increasingly painful 
electric shocks—at least they thought the shocks were painful; the whole thing was a setup—to unseen lab 
partners. In 1971, the Stanford psychologist Philip Zimbardo conducted a prison experiment, with some 
volunteers playing guards and others playing inmates. The guards started behaving so sadistically that 
Zimbardo had to shut down the experiment. 
 
When you consider what Zimbardo and Milgram got their lab volunteers to do, it is no wonder that the 
esteemed researchers who ran the Dictator game, with its innocuous goal of transferring a few dollars from 
one undergrad to another, could, as List puts it, “induce almost any level of giving they desire.” 
 
  
 
When you look at the world through the eyes of an economist like John List, you realize that many 
seemingly altruistic acts no longer seem so altruistic. 
 
It may appear altruistic when you donate $100 to your local public-radio station, but in exchange you get a 
year of guilt-free listening (and, if you’re lucky, a canvas tote bag). U.S. citizens are easily the world’s leaders 
in per-capita charitable contributions, but the U.S. tax code is among the most generous in allowing 
deductions for those contributions. 
 
Most giving is, as economists call it, impure altruism or warm-glow altruism. You give not only because you 
want to help but because it makes you look good, or feel good, or perhaps feel less bad. 
 
Consider the panhandler. Gary Becker once wrote that most people who give money to panhandlers do so 
only because “the unpleasant appearance or persuasive appeal of beggars makes them feel uncomfortable 
or guilty.” That’s why people often cross the street to avoid a panhandler but rarely cross over to visit one. 
 
And what about U.S. organ-donation policy, based on its unyielding belief that altruism will satisfy the 
demand for organs—how has that worked out? 
 
Not so well. There are currently 80,000 people in the United States on a waiting list for a new kidney, but 
only some 16,000 transplants will be performed this year. This gap grows larger every year. More than 
50,000 people on the list have died over the past twenty years, with at least 13,000 more falling off the list 
as they became too ill to have the operation. 
 
If altruism were the answer, this demand for kidneys would have been met by a ready supply of donors. But 
it hasn’t been. This has led some people—including, not surprisingly, Gary Becker—to call for a well-
regulated market in human organs, whereby a person who surrenders an organ would be compensated in 
cash, a college scholarship, a tax break, or some other form. This proposal has so far been greeted with 
widespread repugnance and seems for now politically untenable. 
 
Recall, meanwhile, that Iran established a similar market nearly thirty years ago. Although this market has 
its flaws, anyone in Iran needing a kidney transplant does not have to go on a waiting list. The demand for 
transplantable kidneys is being fully met. The average American may not consider Iran the most forward-
thinking nation in the world, but surely some credit should go to the only country that has recognized 
altruism for what it is—and, importantly, what it’s not. 
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If John List’s research proves anything, it’s that a question like “Are people innately altruistic?” is the wrong 
kind of question to ask. People aren’t “good” or “bad.” People are people, and they respond to incentives. 
They can nearly always be manipulated—for good or ill—if only you find the right levers. 
 
So are human beings capable of generous, selfless, even heroic behavior? Absolutely. Are they also capable 
of heartless acts of apathy? Absolutely. 
 
The thirty-eight witnesses who watched Kitty Genovese’s brutal murder come to mind. What’s so puzzling 
about this case is how little altruism was required for someone to have called the police from the safety of 
his or her home. That’s why the same question—how could those people have acted so horribly?—has 
lingered all these years. 
 
But perhaps there’s a better question: did they act so horribly? 
 
  
 
The foundation for nearly everything ever written or said about Genovese’s murder was that provocative 
New York Times article, which wasn’t published until two weeks after the crime. It had been conceived at a 
lunch between two men: A.M. Rosenthal, the paper’s metro editor, and Michael Joseph Murphy, the city’s 
police commissioner. 
 
Genovese’s killer, Winston Moseley, was already under arrest and had confessed to the crime. The story 
wasn’t big news, especially in the Times. It was just another murder, way out in Queens, not the kind of 
thing the paper of record gave much space. 
 
Strangely, though, Moseley also confessed to a second murder even though the police had already arrested 
a different man for that crime. 
 
“What about that double confession out in Queens?” Rosenthal asked Murphy at lunch. “What’s that story 
all about anyway?” 
 
Instead of answering, Murphy changed the subject. 
 
“That Queens story is something else,” he said, and then told Rosenthal that thirty-eight people had 
watched Kitty Genovese be murdered without calling the police. 
 
“Thirty-eight?” Rosenthal asked. 
 
“Yes, thirty-eight,” Murphy said. “I’ve been in this business a long time, but this beats everything.” 
 
Rosenthal, as he later wrote, “was sure that the Commissioner was exaggerating.” If so, Murphy may have 
had sufficient incentive. A story about two men arrested for the same murder clearly had the potential to 
embarrass the police. Furthermore, given the prolonged and brutal nature of the Genovese murder, the 
police may have been touchy about who caught the blame. Why hadn’t they been able to stop it? 
 
Despite Rosenthal’s skepticism, he sent Martin Gansberg, a longtime copy editor who’d recently become a 
reporter, to Kew Gardens. Four days later, one of the most indelible first sentences in newspaper history 
appeared on the Times’s front page: 
 
    For more than half an hour 38 respectable, law-abiding citizens in Queens watched a killer stalk and stab 
a woman in three separate attacks in Kew Gardens. 
 
For a brand-new reporter like Gansberg and an ambitious editor like Rosenthal—he later wrote a book, 
Thirty-Eight Witnesses, about the case and became the Times’s top editor—it was an unqualified 
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blockbuster. It isn’t often that a pair of lowly newspapermen can tell a tale that will set the public agenda, 
for decades hence, on a topic as heady as civic apathy. So they certainly had strong incentives to tell the 
story. 
 
But was it true? 
 
The best person to answer that question may be Joseph De May Jr., a sixty-year-old maritime lawyer who 
lives in Kew Gardens. He has an open face, thinning black hair, hazel eyes, and a hearty disposition. On a 
brisk Sunday morning not long ago, he gave us a tour of the neighborhood. 
 
“Now the first attack occurred roughly in here,” he said, pausing on the sidewalk in front of a small shop on 
Austin Street. “And Kitty parked her car over there, in the train station parking lot,” he said, gesturing to an 
area perhaps thirty-five yards away. 
 
The neighborhood has changed little since the crime. The buildings, streets, sidewalks, and parking areas 
remain as they were. The Mowbray, a well-kept brick apartment house, still stands across the street from 
the scene of the first attack. 
 
De May moved to the neighborhood in 1974, a decade after Genovese was killed. The murder wasn’t 
something he thought about much. Several years ago, De May, a member of the local historical society, 
built a website devoted to Kew Gardens history. After a time, he felt he should add a section about the 
Genovese murder, since it was the only reason Kew Gardens was known to the outside world, if it was 
known at all. 
 
As he gathered old photographs and news clippings, he began to find discrepancies with the official 
Genovese history. The more intently he reconstructed the crime, chasing down legal documents and 
interviewing old-timers, the more convinced he became that the legendary story of the thirty-eight 
apathetic witnesses was—well, a bit too heavy on legend. Like the lawyer he is, De May dissected the Times 
article and identified six factual errors in the first paragraph alone. 
 
The legend held that thirty-eight people “remained at their windows in fascination” and “watched a killer 
stalk and stab a woman in three separate attacks” but “not one person telephoned the police during the 
assault.” 
 
The real story, according to De May, went more like this: 
 
The first attack occurred at about 3:20 A.M., when most people were asleep. Genovese cried out for help 
when Moseley stabbed her in the back. This awoke some Mowbray tenants, who rushed to their windows. 
 
The sidewalk was not well lit, so it may have been hard to make sense of what was happening. As Moseley 
later testified, “*I+t was late at night and I was pretty sure that nobody could see that well out of the 
window.” What someone likely would have seen at that point was a man standing over a woman on the 
ground. 
 
At least one Mowbray tenant, a man, shouted out the window: “Leave that girl alone!” This prompted 
Moseley to run back to his car, which was parked less than a block away. “I could see that she had gotten up 
and wasn’t dead,” Moseley testified. He backed his car down the street, he said, to obscure his license 
plate. 
 
Genovese struggled to her feet and slowly made her way around to the back of the building, toward her 
apartment’s entrance. But she didn’t make it all the way, collapsing inside the vestibule of a neighboring 
apartment. 
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Roughly ten minutes after the first attack, Moseley returned. It is unclear how he tracked her in the dark; he 
may have followed a trail of blood. He attacked her again inside the vestibule, then fled for good. 
 
The Times article, as with most crime articles, especially of that era, relied heavily on information given by 
the police. At first the police said Moseley attacked Genovese three separate times, so that is what the 
newspaper published. But only two attacks occurred. (The police eventually corrected this but, as in a game 
of Telephone, the error took on a life of its own.) 
 
So the first attack, which was brief, occurred in the middle of the night on a darkened sidewalk. And the 
second attack occurred some time later, in an enclosed vestibule, out of view of anyone who might have 
seen the first attack. 
 
Who, then, were “the thirty-eight witnesses”? 
 
That number, also supplied by the police, was apparently a whopping overstatement. “We only found half a 
dozen that saw what was going on, that we could use,” one of the prosecutors later recalled. This included 
one neighbor who, according to De May, may have witnessed part of the second attack, but was apparently 
so drunk that he was reluctant to phone the police. 
 
But still: even if the murder was not a bloody and prolonged spectacle that took place in full view of dozens 
of neighbors, why didn’t anyone call the police for help? 
 
Even that part of the legend may be false. When De May’s website went live, one reader who found it was 
named Mike Hoffman. He was just shy of fifteen years old when Genovese was murdered, and he lived on 
the Mowbray’s second floor. 
 
As Hoffman recalls, he was awakened by a commotion on the street. He opened his bedroom window but 
still couldn’t make out what was being said. He thought perhaps it was a lovers’ quarrel and, more angry 
than concerned, he “yelled for them to ‘Shut the fuck up!’” 
 
Hoffman says he heard other people shouting, and when he looked out the window, he saw a man run 
away. To keep the man in view, Hoffman went to the other window in his room, but the figure faded into 
the darkness. Hoffman returned to the first window and saw a woman on the sidewalk stagger to her feet. 
“That’s when my dad came in my room and yelled at me for yelling and waking him up.” 
 
Hoffman told his father what happened. “This guy just beat up a lady and ran away!” Hoffman and his 
father watched as the woman, walking with great difficulty, rounded the corner. Then everything was quiet. 
“Dad called the police in case she was hurt badly and needed medical attention,” Hoffman says. “In those 
days, there was no 9–1–1. We had to dial the operator and wait for the eventual connection to the police 
operator. It took several minutes to get connected to the police and my father told them what we had seen 
and heard, and that she did walk away but appeared dazed. At that point we couldn’t see or hear anything 
else and we all went back to sleep.” 
 
It wasn’t until morning that the Hoffmans found out what happened. “We were interviewed by detectives 
and learned that she had went around the back of the building across the street, and the guy came back to 
finish her off,” Hoffman says. “I remember my dad saying to them that if they had come when we called 
them, she’d probably still be alive.” 
 
Hoffman believes the police response was slow because the situation his father described was not a murder 
in progress but rather a domestic disturbance—which, by the looks of it, had concluded. The attacker had 
fled and the victim had walked off, if shakily, under her own power. With a low-priority call like that, 
Hoffman says, “the cops don’t put down the donuts as fast as if it were to come across as a homicide call.” 
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The police acknowledged that someone did call after the second attack, in the vestibule, and they arrived 
shortly thereafter. But Hoffman believes their response may have been based on his father’s original call. 
Or, perhaps, there was more than one call: Joseph De May has heard from other Mowbray tenants who 
claim to have phoned the police after the first attack. 
 
It is hard to say how reliable Hoffman’s memory of the events may be. (He did write and sign an affidavit of 
his recollections.) It is also hard to say if De May’s revisionist history is fully accurate. (To his credit, he 
points out that “an undetermined number of ear witnesses reacted badly” that night, and perhaps could 
have done more to help; he is also reluctant to cast himself as the infallible source on all things Genovese.) 
 
De May and Hoffman both have an incentive to exonerate their neighborhood from the black eye the 
Genovese murder gave it. That said, De May strives hard to not be an apologist, and Hoffman seems to be a 
pretty good witness—a man who, now in his late fifties and living in Florida, spent twenty years as a New 
York City policeman and retired as a lieutenant. 
 
Now, considering the various incentives at play, which is more unbelievable: the De May–Hoffman version 
of events or the conventional wisdom that a whole neighborhood of people stood around and watched, 
refusing to help, as a man murdered a woman? 
 
Before you answer, consider also the circumstances under which Winston Moseley was ultimately arrested. 
It happened a few days after the Genovese murder. At about three o’clock in the afternoon in Corona, 
another Queens neighborhood, Moseley was seen carrying a television out of a home belonging to a family 
named Bannister and loading it into his car. 
 
A neighbor approached and asked what he was doing. Moseley said he was helping the Bannisters move. 
The neighbor went back in his house and phoned another neighbor to ask if the Bannisters were really 
moving. 
 
“Absolutely not,” said the second neighbor. He called the police while the first neighbor went back outside 
and loosened the distributor cap on Moseley’s car. 
 
When Moseley returned to his car and found it wouldn’t start, he fled on foot but was soon chased down by 
a policeman. Under interrogation, he freely admitted to killing Kitty Genovese a few nights earlier. 
 
Which means that a man who became infamous because he murdered a woman whose neighbors failed to 
intervene was ultimately captured because of…a neighbor’s intervention. 
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CHAPTER 4 
THE FIX IS IN—AND IT’S CHEAP AND SIMPLE 

 
It is a fact of life that people love to complain, particularly about how terrible the modern world is 
compared with the past. 
 
They are nearly always wrong. On just about any dimension you can think of—warfare, crime, income, 
education, transportation, worker safety, health—the twenty-first century is far more hospitable to the 
average human than any earlier time. 
 
Consider childbirth. In industrialized nations, the current rate of maternal death during childbirth is 9 
women per 100,000 births. Just one hundred years ago, the rate was more than fifty times higher. 
 
One of the gravest threats of childbearing was a condition known as puerperal fever, which was often fatal 
to both mother and child. During the 1840s, some of the best hospitals in Europe—the London General 
Lying-in Hospital, the Paris Maternité, the Dresden Maternity Hospital—were plagued by it. Women would 
arrive healthy at the hospital to deliver a baby and then, shortly thereafter, contract a raging fever and die. 
 
Perhaps the finest hospital at the time was the Allgemeine Krankenhaus, or General Hospital, in Vienna. 
Between 1841 and 1846, doctors there delivered more than 20,000 babies; nearly 2,000 of the mothers, or 
1 of every 10, died. In 1847, the situation worsened: 1 of every 6 mothers died from puerperal fever. 
 
That was the year Ignatz Semmelweis, a young Hungarian-born doctor, became assistant to the director of 
Vienna General’s maternity clinic. Semmelweis was a sensitive man, very much attuned to the suffering of 
others, and he was so distraught by the rampant loss of life that he became obsessed with stopping it. 
 
Unlike many sensitive people, Semmelweis was able to put aside emotion and focus on the facts, known 
and unknown. 
 
The first smart thing he did was acknowledge that doctors really had no idea what caused puerperal fever. 
They might say they knew, but the exorbitant death rate argued otherwise. A look back at the suspected 
causes of the fever reveals an array of wild guesses: 
 
        * “*M+isconduct in the early part of pregnancy, such as tight stays and petticoat bindings, which, 
together with the weight of the uterus, detain the faeces in the intestines, the thin putrid parts of which are 
taken up into the blood.” 
        * “*A+n atmosphere, a miasma, or…by milk metastasis, lochial suppression, cosmo-telluric influences, 
personal predisposition…” 
        * Foul air in the delivery wards. 
        * The presence of male doctors, which perhaps “wounded the modesty of parturient mothers, leading 
to the pathological change.” 
        * “Catching a chill, errors in diet, rising in the labor room too soon after delivery in order to walk back 
to bed.” 
 
It is interesting to note that the women were generally held to blame. This may have had something to do 
with the fact that all doctors at the time were male. Although nineteenth-century medicine may seem 
primitive today, doctors were considered nearly godlike in their wisdom and authority. And yet puerperal 
fever presented a troubling contradiction: when women delivered babies at home with a midwife, as was 
still common, they were at least sixty times less likely to die of puerperal fever than if they delivered in a 
hospital. 
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How could it be more dangerous to have a baby in a modern hospital with the best-trained doctors than on 
a lumpy mattress at home with a village midwife? 
 
To solve this puzzle, Semmelweis became a data detective. Gathering statistics on the death rate at his own 
hospital, he discovered a bizarre pattern. The hospital had two separate wards, one staffed by male doctors 
and trainees, the other by female midwives and trainees. There was a huge gap between the two wards’ 
death rates: 
 
image 
 
Why on earth was the death rate in the doctors’ ward more than twice as high? 
 
Semmelweis wondered if the women patients admitted to the doctors’ ward were sicker, weaker, or in 
some other way compromised. 
 
No, that couldn’t be it. Patients were assigned to the wards in alternating twenty-four-hour cycles, 
depending on the day of the week they arrived. Given the nature of pregnancy, an expectant mother came 
to the hospital when it was time to have the baby, not on a day that was convenient. This assignment 
methodology wasn’t quite as rigorous as a randomized, controlled trial, but for Semmelweis’s purpose it did 
suggest that the divergent death rates weren’t the result of a difference in patient populations. 
 
So perhaps one of the wild guesses listed above was correct: did the very presence of men in such a delicate 
feminine enterprise somehow kill the mothers? 
 
Semmelweis concluded that this too was improbable. After examining the death rate for newborns in the 
two wards, he again found that the doctors’ ward was far more lethal than the midwives’: 7.6 percent 
versus 3.7 percent. Nor was there any difference in the death rate of male babies versus females. As 
Semmelweis noted, it was unlikely that newborns would “be offended by having been delivered in the 
presence of men.” So it was unreasonable to suspect that male presence was responsible for the mothers’ 
deaths. 
 
There was also a theory that patients admitted to the doctors’ ward, having heard of its high death rate, 
were “so frightened that they contract the disease.” Semmelweis didn’t buy this explanation either: “We 
can assume that many soldiers engaged in murderous battle must also fear death. However, these soldiers 
do not contract childbed fever.” 
 
No, some other factor unique to the doctors’ ward had to figure in the fever. 
 
Semmelweis had by now established a few facts: 
 
        * Even the poorest women who delivered their babies on the street and then came to the hospital did 
not get the fever. 
        * Women who were dilated for more than twenty-four hours “almost invariably became ill.” 
        * Doctors did not contract the disease from the women or newborns, so it was almost certainly not 
contagious. 
 
Still, he remained puzzled. “Everything was in question; everything seemed inexplicable; everything was 
doubtful,” he wrote. “Only the large number of deaths was an unquestionable reality.” 
 
The answer finally came to him in the wake of a tragedy. An older professor whom Semmelweis admired 
died quite suddenly after a mishap. He had been leading a student through an autopsy when the student’s 
knife slipped and cut the professor’s finger. The maladies he suffered before dying—bilateral pleurisy, 
pericarditis, peritonitis, and meningitis—were, Semmelweis observed, “identical to that from which so 
many hundred maternity patients had also died.” 
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The professor’s case held little mystery. He died from “cadaverous particles that were introduced into his 
vascular system,” Semmelweis noted. Were the dying women also getting such particles in their 
bloodstream? 
 
Of course! 
 
In recent years, Vienna General and other first-rate teaching hospitals had become increasingly devoted to 
understanding anatomy. The ultimate teaching tool was the autopsy. What better way for a medical 
student to limn the contours of illness than to hold in his hands the failed organs, to sift for clues in the 
blood and urine and bile? At Vienna General, every single deceased patient—including the women who died 
of puerperal fever—was taken directly to the autopsy room. 
 
But doctors and students often went to the maternity ward straight from the autopsy table with, at best, a 
cursory cleansing of their hands. Although it would be another decade or two before the medical 
community accepted germ theory—which established that many diseases are caused by living 
microorganisms and not animal spirits or stale air or too-tight corsets—Semmelweis understood what was 
going on. It was the doctors who were responsible for puerperal fever, transferring “cadaverous particles” 
from the dead bodies to the women giving birth. 
 
This explained why the death rate in the doctors’ ward was so much higher than in the midwives’ ward. It 
also explained why women in the doctors’ ward died more often than women who gave birth at home or 
even in the streets, and why women in a longer state of dilation were more susceptible to the fever: the 
longer a woman lay in that state, the more often her uterus was poked and prodded by a gaggle of doctors 
and medical students, their hands still dripping with the remnants of their latest autopsy. 
 
“None of us knew,” as Semmelweis later lamented, “that we were causing the numerous deaths.” 
 
Thanks to him, the plague could finally be halted. He ordered all doctors and students to disinfect their 
hands in a chlorinated wash after performing autopsies. The death rate in the doctors’ maternity ward fell 
to barely 1 percent. Over the next twelve months, Semmelweis’s intervention saved the lives of 300 
mothers and 250 babies—and that was just in a single maternity ward in a single hospital. 
 
  
 
As we wrote earlier, the law of unintended consequences is among the most potent laws in existence. 
Governments, for instance, often enact legislation meant to protect their most vulnerable charges but that 
instead ends up hurting them. 
 
Consider the Americans with Disabilities Act (ADA), which was intended to safeguard disabled workers from 
discrimination. A noble intention, yes? Absolutely—but the data convincingly show that the net result was 
fewer jobs for Americans with disabilities. Why? After the ADA became law, employers were so worried 
they wouldn’t be able to discipline or fire bad workers who had a disability that they avoided hiring such 
workers in the first place. 
 
The Endangered Species Act created a similarly perverse incentive. When landowners fear their property is 
an attractive habitat for an endangered animal, or even an animal that is being considered for such status, 
they rush to cut down trees to make it less attractive. Among the recent victims of such shenanigans are the 
cactus ferruginous pygmy owl and the red-cockaded woodpecker. Some environmental economists have 
argued that “the Endangered Species Act is actually endangering, rather than protecting, species.” 
 
Politicians sometimes try to think like economists and use price to encourage good behavior. In recent 
years, many governments have started to base their trash-pickup fees on volume. If people have to pay for 
each extra bag of garbage, the thinking goes, they’ll have a strong incentive to produce less of it. 
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But this new way of pricing also gives people an incentive to stuff their bags ever fuller (a tactic now known 
by trash officers the world around as the “Seattle Stomp”) or just dump their trash in the woods (which is 
what happened in Charlottesville, Virginia). In Germany, trash-tax avoiders flushed so much uneaten food 
down the toilet that the sewers became infested with rats. A new garbage tax in Ireland generated a spike 
in backyard trash burning—which was bad not only for the environment but for public health too: St. 
James’s Hospital in Dublin recorded a near tripling of patients who’d set themselves on fire while burning 
trash. 
 
Well-intentioned laws have been backfiring for millennia. A Jewish statute recorded in the Bible required 
creditors to forgive all debts every sabbatical, or seventh year. For borrowers, the appeal of unilateral debt 
relief cannot be overstated, as the penalties for defaulting on a loan were severe: a creditor could even take 
a debtor’s children into bondage. 
 
If you were a creditor, however, you saw this debt-forgiveness program differently. Why loan money to 
some sandal maker if he could just tear up the note in Year Seven? 
 
So creditors gamed the system by making loans in the years right after a sabbatical and pulling tight the 
purse strings in Years Five and Six. The result was a cyclical credit crunch that punished the very people the 
law was intended to help. 
 
But in the history of unintended consequences, few match the one uncovered by Ignatz Semmelweis: 
medical doctors, while in pursuit of lifesaving knowledge, conducted thousands upon thousands of 
autopsies, which, in turn, led to the loss of thousands upon thousands of lives. 
 
It is heartening, of course, that Semmelweis’s brilliant data deduction showed how to end this scourge. But 
our larger point, and the point of this chapter, is that Semmelweis’s solution—sprinkling a bit of chloride of 
lime in the doctors’ hand-wash—was remarkably simple and remarkably cheap. In a prosperous world, 
simple and cheap fixes sometimes get a bad rap; we are here to defend them. 
 
There is another powerful, if bittersweet, example from the realm of childbirth: the forceps. It used to be 
that when a baby presented itself feet-or derriere-first, there was a good chance it would get stuck in the 
uterus, endangering both mother and child. The forceps, a simple set of metal tongs, allowed a doctor or 
midwife to turn a baby inside the uterus and adroitly pluck it out, headfirst, like a roast suckling pig from the 
oven. 
 
As effective as it was, the forceps did not save as many lives as it should have. It is thought to have been 
invented in the early seventeenth century by a London obstetrician named Peter Chamberlen. The forceps 
worked so well that Chamberlen kept it a secret, sharing it only with sons and grandsons who continued in 
the family business. It wasn’t until the mid–eighteenth century that the forceps passed into general use. 
 
What was the cost of this technological hoarding? According to the surgeon and author Atul Gawande, “it 
had to have been millions of lives lost.” 
 
  
 
The most amazing thing about cheap and simple fixes is they often address problems that seem impervious 
to any solution. And yet almost invariably, a Semmelweis or a team of Semmelweises ride into view and 
save the day. History is studded with examples. 
 
At the start of the Common Era, just over two thousand years ago, there were roughly 200 million people 
on earth. By the year 1000, that number had risen only to 300 million. Even by 1750, there were just 800 
million people. Famine was a constant worry, and the smart money said the planet couldn’t possibly 
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support much more growth. The population in England had been decreasing—“essentially because,” as one 
historian wrote, “agriculture could not respond to the pressure of feeding extra people.” 
 
Enter the Agricultural Revolution. A variety of innovations, none particularly complex—they included 
higher-yielding crops, better tools, and a more efficient use of capital—changed farming and, subsequently, 
the face of the earth. In late eighteenth-century America, “it took 19 out of 20 workers to feed the country’s 
inhabitants and provide a surplus for export,” wrote the economist Milton Friedman. Two hundred years 
later, only 1 of 20 American workers was needed to feed a far larger population while also making the 
United States “the largest single exporter of food in the world.” 
 
The Agricultural Revolution freed up millions of hands that went on to power the Industrial Revolution. By 
1850, worldwide population had grown to 1.3 billion; by 1900, 1.7 billion; by 1950, 2.6 billion. And then 
things really took off. Over the next fifty years, the population more than doubled, reaching well beyond 6 
billion. If you had to pick a single silver bullet that allowed this surge, it would be ammonium nitrate, an 
astonishingly cheap and effective crop fertilizer. It wouldn’t be much of an overstatement to say that 
ammonium nitrate feeds the world. If it disappeared overnight, says the agricultural economist Will 
Masters, “most people’s diets would revert to heaps of cereal grains and root crops, with animal products 
and fruits only for special occasions and for the rich.” 
 
  
 
Or consider the whale. Hunted since antiquity, by the nineteenth century it had become an economic 
engine that helped turn the United States into a powerhouse. Every square inch of it could be turned into 
something, so the whale afforded one-stop shopping for a fast-growing nation: material for the 
manufacture of paint and varnish; textiles and leather; candles and soap; clothing and of course food (the 
tongue was a particular delicacy). The whale was especially beloved by the finer sex, surrendering its body 
parts for corsets, collars, parasols, perfume, hairbrushes, and red fabric dye. (This last product was derived 
from, of all things, the whale’s excrement.) Most valuable was whale oil, a lubricant for all sorts of 
machinery but most crucially used for lamp fuel. As the author Eric Jay Dolin declares in Leviathan, 
“American whale oil lit the world.” 
 
Out of a worldwide fleet of 900 whaling ships, 735 of them were American, hunting in all four oceans. 
Between 1835 and 1872, these ships reaped nearly 300,000 whales, an average of more than 7,700 a year. 
In a good year, the total take from oil and baleen (the whale’s bonelike “teeth”) exceeded $10 million, 
today’s equivalent of roughly $200 million. Whaling was dangerous and difficult work, but it was the fifth-
largest industry in the United States, employing 70,000 people. 
 
And then what appeared to be an inexhaustible resource was—quite suddenly and, in retrospect, quite 
obviously—heading toward exhaustion. Too many ships were hunting for too few whales. A ship that once 
took a year at sea to fill its hold with whale oil now needed four years. Oil prices spiked accordingly, rocking 
the economy back home. Today, such an industry might be considered “too big to fail,” but the whaling 
industry was failing indeed, with grim repercussions for all America. 
 
That’s when a retired railway man named Edwin L. Drake, using a steam engine to power a drill through 
seventy feet of shale and bedrock, struck oil in Titusville, Pennsylvania. The future bubbled to the surface. 
Why risk life and limb chasing underwater leviathans around the world, having to catch and carve them up, 
when so much energy was just waiting, in the nation’s basement, to be pumped upstairs? 
 
Oil was not only a cheap and simple fix but, like the whale, extraordinarily versatile. It could be used as lamp 
oil, a lubricant, and as a fuel for automobiles and home heating; it could be made into plastic and even 
nylon stockings. The new oil industry also provided lots of jobs for unemployed whalers and, as a bonus, 
functioned as the original Endangered Species Act, saving the whale from near-certain extinction. 
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By the early twentieth century, most infectious diseases—smallpox, tuberculosis, diphtheria, and the like—
were on their way out. But polio refused to surrender. 
 
It would be hard to invent a more frightening illness. “It was a children’s disease; there was no prevention; 
there was no cure; every child everywhere was at risk,” says David M. Oshinsky, author of the Pulitzer Prize–
winning Polio: An American Story. “And what this really meant was that parents were absolutely frantic.” 
 
Polio was also a great mystery, spiking in summertime, its cause unknown. (In a classic case of mistaking 
correlation and causality, some researchers suspected that ice cream—consumed in far greater quantities 
in the summer—caused polio.) It was first thought to target immigrant slum children, especially boys, but it 
struck girls too, as well as kids in the leafiest suburbs. Even Franklin Delano Roosevelt, who was far removed 
from immigrant slums and, at thirty-nine, from childhood as well, contracted the disease. 
 
Every outbreak prompted a new round of quarantines and panic. Parents kept their kids away from friends, 
from pools and parks and libraries. In 1916, the worst polio epidemic to date struck New York City. Out of 
8,900 reported cases, 2,400 people died, most of them children under five. The disease roared on. Nineteen 
fifty-two was the worst year yet, with 57,000 reported cases nationwide, 3,000 of them fatal and 21,000 
resulting in permanent paralysis. 
 
Surviving a bad case of polio was only marginally better than dying. Some victims lost the use of their legs 
and lived in constant pain. Those with respiratory paralysis practically lived inside an “iron lung,” a huge 
tank that did the work of their failed chest muscles. As the population of living polio victims grew, the cost 
of their medical care was staggering. “At a time when less than ten percent of the nation’s families had any 
form of health insurance,” Oshinsky writes, “the expense of boarding a polio patient (about $900 a year) 
actually exceeded the average annual wage ($875).” 
 
America was by now the most powerful country on earth, the victor in two world wars, possessor of a 
blindingly bright future. But there was legitimate concern that this single disease would consume such a 
large share of future health-care dollars that it would cripple the nation. 
 
And then a vaccine was developed—a series of vaccines, really—and polio was effectively stamped out. 
 
To call the vaccine a “simple” fix might seem to discount the tireless efforts of everyone who helped stop 
polio: the medical researchers (Jonas Salk and Albert Sabin chief among them); the fund-raising volunteers 
(the March of Dimes, Oshinsky writes, was “the largest charitable army the country had ever known”); even 
the non-human martyrs (thousands of monkeys were imported to be given experimental vaccines). 
 
On the other hand, there is no simpler medical fix than a vaccine. Consider two of the major ways we try to 
thwart disease. The first is to invent a procedure or technology that helps fix a problem once it’s arisen 
(open-heart surgery, for instance); these tend to be very costly. The second is to invent a medicine to 
prevent the problem before it happens; in the long run, these tend to be extraordinarily cheap. Health-care 
researchers have estimated that if a polio vaccine hadn’t been invented, the United States would currently 
be caring for at least 250,000 long-term patients at an annual cost of at least $30 billion. And that doesn’t 
even include “the intangible costs of suffering and death and of averted fear.” 
 
Polio is a stark example, but there are countless cheap and simple medical fixes. New ulcer drugs reduced 
the rate of surgery by roughly 60 percent; a later round of even cheaper drugs saved ulcer patients some 
$800 million a year. In the first twenty-five years after lithium was introduced to treat manic depression, it 
saved nearly $150 billion in hospitalization costs. Even the simple addition of fluoride to water systems has 
saved about $10 billion per year in dental bills. 
 
As we noted earlier, deaths from heart disease have fallen substantially over the past few decades. Surely 
this can be attributed to expensive treatments like grafts, angioplasties, and stents, yes? 
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Actually, no: such procedures are responsible for a remarkably small share of the improvement. Roughly 
half of the decline has come from reductions in risk factors like high cholesterol and high blood pressure, 
both of which are treated by relatively cheap medicines. And much of the remaining decline is thanks to 
ridiculously inexpensive treatments like aspirin, heparin, ACE inhibitors, and beta-blockers. 
 
  
 
By the early 1950s, automobile travel had become fantastically popular in the United States, with about 40 
million cars on the road. But at the thirty-fifth annual convention of the National Automobile Dealers 
Association, held in January 1952, a vice president of the BFGoodrich tire company warned that the smooth 
ride might be over: “If the death rate continues upward it will seriously hurt the automobile business, as 
many people will quit driving.” 
 
Nearly 40,000 people died in U.S. traffic accidents in 1950. That’s roughly the same number of deaths as 
today, but a straight-up comparison is very misleading, because far fewer miles were driven back then. The 
rate of death per mile driven was five times higher in 1950 than it is today. 
 
Why so many fatalities then? Suspects were legion—faulty cars, poorly designed roads, careless drivers—
but not much was known about the mechanics of car crashes. Nor was the auto industry exactly burning to 
find out. 
 
Enter Robert Strange McNamara. Today he is best remembered as the much-maligned secretary of defense 
during the Vietnam War. One reason McNamara was so maligned was that he tended to make decisions 
based on statistical analysis rather than emotion or political considerations. In other words, he behaved like 
an economist. 
 
This was no coincidence. He studied economics at Berkeley and went on to the Harvard Business School, 
where he stayed on as a young professor of accounting. McNamara volunteered when World War II broke 
out, and his analytical skills landed him in the Statistical Control Office of the Army Air Forces. 
 
His team used data as a weapon to fight the war. For example, the abort rate among American bombers 
leaving England for daytime sorties over Germany was found to be unnaturally high, about 20 percent. The 
pilots gave a variety of explanations for failing to reach the target: a malfunctioning electrical system, a 
spotty radio, or illness. But a closer analysis of the data led McNamara to conclude that these reasons were 
“baloney.” The real explanation, he said, was fear. “A helluva lot of them were going to be killed, they knew 
that, and they found reasons to not go over the target.” 
 
McNamara reported this to the commanding officer, the notoriously headstrong Curtis LeMay, who 
responded by flying the lead plane on bombing missions and vowing to court-martial any pilot who turned 
back. The abort rate, McNamara says, “dropped overnight.” 
 
After the war, the Ford Motor Company asked McNamara and others from his unit to bring their statistical 
wizardry to the auto industry. McNamara wanted to return to Harvard, but he and his wife had both racked 
up huge medical bills—from polio, of all things. So he took the job at Ford. He quickly rose through the 
ranks even though he wasn’t a “car guy” in any traditional sense. “Instead,” as one historian later wrote, 
“he was absorbed by such novel concepts as safety, fuel economy, and basic utility.” 
 
McNamara was particularly concerned with the deaths and injuries from automobile accidents. He asked 
the car guys what caused the problem. There were few statistics available, he was told. 
 
Some aeronautical researchers at Cornell were trying to prevent airplane deaths, so McNamara 
commissioned them to look into auto crashes. They experimented by wrapping human skulls in different 
materials and dropping them down the stairwells in Cornell’s dormitories. It turned out that human beings 
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were no match for the hard materials used in car interiors. “In a crash, the driver was often impaled on the 
steering wheel,” McNamara says. “The passenger was often injured because he’d hit the windshield or the 
header bar or the instrument panel.” McNamara ordered new Ford models to have a safer steering wheel 
and a padded instrument panel. 
 
But the best fix, he realized, was also the simplest one. Rather than worrying about what a passenger’s head 
would hit when he was flung about during an accident, wouldn’t it be better to keep him from being flung 
at all? McNamara knew that airplanes had seat belts; why not cars? 
 
“I calculated the number of deaths we’d prevent each year, which was very high,” he says. “And this came 
at essentially no cost, with no great penalty for wearing them.” 
 
McNamara had all of Ford’s company cars outfitted with seat belts. “I flew down to visit an assembly plant 
in Texas,” he recalls. “The manager met me at the plane. I buckled my seat belt, and he said, ‘What’s the 
matter, you afraid of my driving?’” 
 
That manager, it turned out, reflected a widespread sentiment about seat belts. McNamara’s bosses saw 
them as “inconvenient, costly, and just a bunch of damn nonsense,” he says. Even so, they followed his lead 
and put seat belts in the new Ford models. 
 
McNamara was of course right: the seat belt would eventually save many lives. But the key word here is 
“eventually.” 
 
The brilliant rationalist had encountered a central, frustrating tenet of human nature: behavior change is 
hard. The cleverest engineer or economist or politician or parent may come up with a cheap, simple 
solution to a problem, but if it requires people to change their behavior, it may not work. Every day, billions 
of people around the world engage in behaviors they know are bad for them—smoking cigarettes, gambling 
excessively, riding a motorcycle without a helmet. 
 
Why? Because they want to! They derive pleasure from it, or a thrill, or just a break from the daily 
humdrum. And getting them to change their behavior, even with a fiercely rational argument, isn’t easy. 
 
And so it was with the seat belt. Congress began setting federal safety standards in the mid-1960s, but even 
fifteen years later, seat belt use was laughably low: just 11 percent. Over time, the numbers crept upward, 
thanks to a variety of nudges: the threat of a traffic ticket; expansive public-awareness campaigns; annoying 
beeps and flashing dashboard lights if the belt wasn’t buckled; and, eventually, a societal acceptance that 
wearing a seat belt wasn’t an insult to anyone’s driving ability. Seat-belt use rose to 21 percent by the mid-
1980s, 49 percent by 1990, 61 percent by the mid-1990s, and today it is over 80 percent. 
 
That’s a big reason the per-mile auto fatality rate has fallen so much in the United States. Seat belts reduce 
the risk of death by as much as 70 percent; since 1975 they have saved roughly 250,000 lives. Traffic 
fatalities still claim more than 40,000 lives a year, but relatively speaking, driving isn’t all that dangerous 
anymore. What makes the death toll so high is that so many Americans spend an enormous amount of time 
in their cars, racking up some 3 trillion miles per year. That translates into one death for every 75 million 
miles driven—or, put another way, if you drove 24 hours a day at 30 miles per hour, you could expect to die 
in a car accident only after driving for 285 straight years. Compared with the death rates in many countries 
in Africa, Asia, and the Middle East, where seat-belt use is far less prevalent, driving in the United States 
isn’t much more dangerous than sitting on your couch. 
 
And seat belts, at about $25 a pop, are one of the most cost-effective lifesaving devices ever invented. In a 
given year, it costs roughly $500 million to put them in every U.S. vehicle, which yields a rough estimate of 
$30,000 for every life saved. How does this compare with a far more complex safety feature like air bags? At 
an annual U.S. price of more than $4 billion, air bags cost about $1.8 million per life saved. 
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Robert McNamara, who recently passed away at the age of ninety-three, told us shortly before his death 
that he still wanted to get to 100 percent compliance on seat belts. “A lot of women often don’t use the 
shoulder belt because they’re uncomfortable, they’re not designed to take account of the breasts,” he said. 
“I think with very little thought, belts could be designed that are more comfortable and therefore increase 
the percentage of use.” 
 
He may or may not be right about women and seat belts. But without doubt there is one group of people 
for whom seat belts are poorly designed: children. 
 
  
 
Sometimes it pays to be low status. When a family of four goes for a drive, the kids usually get shunted to 
the backseat while the mom or dad rides shotgun. The kids are luckier than they know: in the event of a 
crash, the backseat is far safer than the front. This is even truer for adults, who are larger and therefore 
more likely to smack into something hard when they sit up front. Unfortunately, while it’s okay to consign 
the low-status kids to the rear seat, if the parents go out for a drive alone, it’s a bit awkward for one of 
them to ride in the back while leaving the other up front in the martyr’s seat. 
 
Seat belts are now standard issue in the rear seat of all cars. But they were designed to fit grown-ups, not 
kids. If you try to strap in your three-year-old darling, the lap belt will be too loose and the shoulder belt will 
come across his neck or nose or eyebrows instead of his shoulder. 
 
Fortunately, we live in a world that cherishes and protects children, and a solution was found: the child 
safety seat, commonly known as a car seat. Introduced in the 1960s, it was first embraced by only the most 
vigilant parents. Thanks to the advocacy of doctors, traffic-safety experts, and—surprise!—car-seat 
manufacturers, it came into wider use, and the government eventually joined the party. Between 1978 and 
1985, every state in the United States made it illegal for children to ride in a car unless they were buckled 
into a safety seat that met federal crash-test standards. 
 
Motor-vehicle accidents were the leading cause of death for U.S. children back then, and they still are 
today, but the rate of death has been falling dramatically. Most of the credit has gone to the car seat. 
 
Safety isn’t free, of course. Americans spend more than $300 million a year buying 4 million car seats. A 
single kid will typically inhabit three different seats over time: a rear-facing seat for infants; a larger, front-
facing seat for toddlers; and a booster seat for older children. Moreover, if that kid has a sibling or two, his 
parents may have to buy an SUV or minivan to accommodate the width of the car seats. 
 
Nor is the car-seat solution as simple as most people might like. Any given seat is a tangle of straps, tethers, 
and harnesses, built by one of dozens of manufacturers, and it must be anchored in place by a car’s existing 
seat belt—whose configuration varies depending on its manufacturer, as does the shape and contour of the 
rear seat itself. Furthermore, those seat belts were designed to batten down a large human being, not a 
small, inanimate hunk of plastic. According to the National Highway Traffic Safety Administration (NHTSA), 
more than 80 percent of car seats are improperly installed. That’s why so many parents trek to the local 
police station or firehouse for help with the seats. And that’s why NHTSA runs a four-day National 
Standardized Child Passenger Safety Training Program for public-safety personnel, using a 345-page manual 
to teach proper installation. 
 
But who cares if car seats aren’t so simple or cheap? Not every solution can be as elegant as we might like. 
Isn’t it worth a police officer sacrificing four days of work to master such a valuable safety device? What 
matters is that car seats are effective, that they save children’s lives. And according to NHTSA, they do, 
reducing the risk of fatality by a whopping 54 percent for children ages one to four. 
 
Curious parents may have a question: a 54 percent reduction compared with what? 
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That answer can easily be found on NHTSA’s own website. The agency maintains a trove of government 
data called the Fatality Analysis Reporting System (FARS), a compilation of police reports from all fatal 
crashes in the United States since 1975. It records every imaginable variable—the type and number of 
vehicles involved, their speed, time of day, where the passengers were sitting in the car—including what 
kind of safety restraints, if any, were being worn. 
 
It turns out that a child in a car seat is 54 percent less likely to die than a child riding completely 
unrestrained—that is, with no car seat, no seat belt, no nothing. That makes sense. A car crash is a violent 
affair, and a lot of terrible things can happen to a mass of flesh and bone when it is traveling fast inside a 
heavy metal object that suddenly stops moving. 
 
But how much better is the complicated and costly new solution (the car seat) than the cheap and simple 
old solution (the seat belt), even though the simple solution wasn’t meant for kids? 
 
Seat belts plainly won’t do for children under two years old. They are simply too small, and a car seat is the 
best practical way to secure them. But what about older children? Laws vary by state, but in many cases car 
seats are mandatory until a child is six or seven years old. How much do those kids benefit from car seats? 
 
A quick look at the raw FARS data from nearly thirty years of crashes reveals a surprising result. For children 
two and older, the rate of death in crashes involving at least one fatality is almost identical for those riding 
in car seats and those wearing seat belts: 
 
image 
 
It may be that these raw data are misleading. Perhaps kids who ride in car seats are in more violent crashes. 
Or maybe their parents drive more at night, or on more dangerous roads, or in less-safe vehicles? 
 
But even the most rigorous econometric analysis of the FARS data yields the same results. In recent crashes 
and old ones, in vehicles large and small, in single-car crashes and pileups, there is no evidence that car 
seats are better than seat belts in saving the lives of children two and older. In certain kinds of crashes—
rear-enders, for instance—car seats actually perform slightly worse. 
 
So maybe the problem is, as NHTSA admits, that too many car seats are installed improperly. (You might 
argue that a forty-year-old safety device that only 20 percent of its users can install correctly may not be a 
great safety device to begin with; compared with car seats, the condoms worn by Indian men seem 
practically infallible.) Could it be that the car seat is a miracle device but that we just haven’t learned to use 
it properly? 
 
To answer this, we sought out crash-test data for a side-by-side comparison of seat belts and car seats. You 
wouldn’t think this would be hard to find. After all, every car seat brought to the market must undergo 
crash testing to gain federal approval. But it appears that researchers have rarely, if ever, run parallel tests 
on child-sized crash-test dummies. So we decided to do it ourselves. 
 
The idea was simple: we would commission two crash tests, one with a three-year-old-sized dummy in a car 
seat versus a three-year-old dummy in a lap-and-shoulder belt, the other with a six-year-old-sized dummy in 
a booster seat versus a six-year-old dummy in a lap-and-shoulder belt. In each case, the test would simulate 
a thirty-mile-per-hour frontal collision. 
 
We had a hard time finding a crash-test lab that would do our tests, even though we were willing to pay the 
$3,000 fee. (Hey, science doesn’t come cheap.) After being turned down by what felt like every facility in 
America, we finally found one willing to take our money. Its director told us we couldn’t name the lab, 
however, out of concern he might lose work from the car-seat manufacturers that were the core of his 
business. But, he said, he was “a fan of science,” and he too wanted to know how things would turn out. 
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After flying in to this undisclosable location, we bought some new car seats at a Toys “R” Us and drove to 
the lab. But once the engineer on duty heard the particulars of our test, he refused to participate. It was an 
idiotic experiment, he said: of course the car seats would perform better—and besides, if we put one of his 
expensive dummies in a lap-and-shoulder belt, the impact would probably rip it to pieces. 
 
It seemed odd to worry over the health of a crash-test dummy—aren’t they made to be crashed?—but once 
we agreed to reimburse the lab if the seat-belted dummy was damaged, the engineer got to work, 
grumbling under his breath. 
 
The lab conditions guaranteed that the car seats would perform optimally. They were strapped to old-
fashioned bench-style rear seats, which give a flush fit, by an experienced crash-test engineer who was 
presumably far better at securing a car seat than the average parent. 
 
The chore was gruesome, from start to finish. Each child dummy, dressed in shorts, T-shirt, and sneakers, 
had a skein of wires snaking out of its body to measure head and chest damage. 
 
First came the pair of three-year-olds, one in a car seat and the other in a lap-and-shoulder belt. The 
pneumatic sled was fired with a frightening bang. In real time, you couldn’t see much (except that, to our 
relief, the seat-belted dummy remained in one piece). But watching the super-slow-motion video replay, 
you saw each dummy’s head, legs, and arms jerk forward, fingers flailing in the air, before the head snapped 
back. The six-year-old dummies were next. 
 
Within minutes, we had our results: the adult seat belts passed the crash test with flying colors. Based on 
the head-and chest-impact data, neither the children in the safety seats nor those in the seat belts would 
likely have been injured in this crash. 
 
So how well did the old-fashioned seat belts work? 
 
They exceeded every requirement for how a child safety seat should perform. Think of it this way: if we 
submitted our data from the seat-belted dummies to the federal government and said it came from the 
latest and greatest car seat, our “new” product—which is pretty much the same nylon strap Robert 
McNamara pushed for back in the 1950s—would easily win approval. Since a plain old seat belt can meet 
the government’s safety standard for car seats, perhaps it’s not very surprising that car-seat manufacturers 
turn out a product that can’t beat the seat belt. Sad, perhaps, but not surprising. 
 
As one can imagine, our lack of appreciation for car seats places us in a slim minority. (If we didn’t have six 
young children between us, we might well be labeled child haters.) One compelling argument against our 
thesis is called “seat-belt syndrome.” A group of prominent child-safety researchers, warning that crash-test 
dummies typically don’t have sensors to measure neck and abdomen injuries, tell grisly emergency-room 
tales of the damage seat belts inflict upon children. These researchers gathered data by interviewing 
parents whose children were in car accidents, and concluded that booster seats reduce significant injury by 
roughly 60 percent relative to seat belts. 
 
These researchers, many of whom actively care for injured children, are surely well-meaning. But are they 
right? 
 
There are a variety of reasons why interviewing parents is not the ideal way to get reliable data. Parents 
may have been traumatized by the crash and will perhaps misremember details. There’s also the question 
of whether the parents—whose names the researchers harvested from an insurance company’s database—
are being truthful. If your child was riding unrestrained in a car crash, you might feel strong social pressure 
(or, if you think the insurance company will raise your rates, financial pressure) to say your child was 
restrained. The police report will show whether or not the vehicle had a car seat, so you can’t readily lie 
about that. But every backseat has a seat belt, so even if your child wasn’t wearing one, you could say he 
was, and it would be difficult for anyone to prove otherwise. 
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Are there data sources other than parent interviews that could help us answer this important question 
about child injuries? 
 
The FARS data set won’t work because it covers only fatal accidents. We did, however, locate three other 
data sets that contain information on all crashes. One was a nationally representative database and two 
were from individual states, New Jersey and Wisconsin. Together, they cover more than 9 million crashes. 
The Wisconsin data set was particularly useful because it linked each crash to hospital-discharge data, 
allowing us to better measure the extent of the injuries. 
 
What does an analysis of these data reveal? 
 
For preventing serious injury, lap-and-shoulder belts once again performed as well as child safety seats for 
children aged two through six. But for more minor injuries, car seats did a better job, reducing the likelihood 
of injury by roughly 25 percent compared with seat belts. 
 
So don’t go throwing out your car seats just yet. (That would be illegal in all fifty states.) Children are such 
valuable cargo that even the relatively small benefit car seats seem to provide in preventing minor injuries 
may make them a worthwhile investment. There’s another benefit that’s hard to put a price tag on: a 
parent’s peace of mind. 
 
Or, looking at it another way, maybe that’s the greatest cost of car seats. They give parents a misplaced 
sense of security, a belief they’ve done everything possible to protect their children. This complacency 
keeps us from striving for a better solution, one that may well be simpler and cheaper, and would save even 
more lives. 
 
Imagine you were charged with starting from scratch to ensure the safety of all children who travel in cars. 
Do you really think the best solution is to begin with a device optimized for adults and use it to strap down 
some second, child-sized contraption? Would you really stipulate that this contraption be made by dozens 
of different manufacturers, and yet had to work in all vehicles even though each vehicle’s seat has its own 
design? 
 
So here’s a radical thought: considering that half of all passengers who ride in the backseat of cars are 
children, what if seat belts were designed to fit them in the first place? Wouldn’t it make more sense to 
take a proven solution—one that happens to be cheap and simple—and adapt it, whether through 
adjustable belts or fold-down seat inserts (which do exist, though not widely)—rather than relying on a 
costly, cumbersome solution that doesn’t work very well? 
 
But things seem to be moving in the opposite direction. Instead of pushing for a better solution to child 
auto safety, state governments across the United States have been raising the age when kids can graduate 
from car seats. The European Union has gone even further, requiring most children to stay in booster seats 
until they are twelve. 
 
Alas, governments aren’t exactly famous for cheap or simple solutions; they tend to prefer the costly-and-
cumbersome route. Note that none of the earlier examples in this chapter were the brainchild of a 
government official. Even the polio vaccine was primarily developed by a private group, the National 
Foundation for Infant Paralysis. President Roosevelt personally provided the seed money—it’s interesting 
that even a sitting president chose the private sector for such a task—and the foundation then raised 
money and conducted the drug trials. 
 
Nor was it the government that put seat belts in cars. Robert McNamara thought they would give Ford a 
competitive advantage. He was dead wrong. Ford had a hard time marketing the seat belt, since it seemed 
to remind customers that driving was inherently unsafe. This led Henry Ford II to complain to a reporter: 
“McNamara is selling safety but Chevrolet is selling cars.” 
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Some problems, meanwhile, seem beyond the reach of any solution, simple or otherwise. Think of the 
devastation Mother Nature regularly dishes out. By comparison, traffic fatalities seem eminently 
manageable. 
 
Since 1900 more than 1.3 million people worldwide have been killed by hurricanes (or, as they are called in 
some places, typhoons or tropical cyclones). In the United States, the carnage has been lighter—roughly 
20,000 deaths—but the financial losses have been steep, averaging more than $10 billion per year. In the 
space of just two recent years, 2004 and 2005, six hurricanes, including the killer Katrina, did a combined 
$153 billion in damages to the southeastern United States. 
 
Why so much damage of late? More people have been moving to hurricane-prone areas (it’s nice to live 
near the ocean, after all), and a lot of them built expensive vacation properties (which drive up the 
property-damage totals). The irony is that many of these homeowners were lured to the ocean because of 
the scarcity of hurricanes in recent decades—and, perhaps, by the correspondingly low insurance rates. 
 
From the mid-1960s until the mid-1990s, hurricane activity was depressed by the Atlantic Multidecadal 
Oscillation, a long-recurring climate cycle of sixty to eighty years during which the Atlantic Ocean gradually 
cools and then warms up again. The temperature change isn’t drastic, just a couple of degrees. But it’s 
enough to discourage hurricanes during the cool years and, as we’ve seen recently, empower them during 
the warm. 
 
In some regards, hurricanes wouldn’t seem to be such a hard problem to solve. Unlike other problems—
cancer, for instance—their cause is well established, their location is predictable, and even their timing is 
known. Atlantic hurricanes generally strike between August 15 and November 15. They travel westward 
through “Hurricane Alley,” a horizontal stretch of ocean running from the west coast of Africa through the 
Caribbean and into the southeastern United States. And they are essentially heat engines, massive storms 
created when the topmost layer of ocean water edges above a certain temperature (80 degrees Fahrenheit, 
or 26.7 degrees Celsius). That’s why they start forming only toward summer’s end, after the sun has had a 
few months to warm up the ocean. 
 
And yet for all their predictability, hurricanes represent a battle that humans seem to have lost. By the time 
a hurricane forms, there’s really no way to fight it. All you can do is run away. 
 
But outside of Seattle lives an intellectually venturesome fellow named Nathan who believes, along with 
some friends, that they’ve got a good hurricane solution. Nathan has a physics background, which is key, 
because that means he understands the thermal properties that define a hurricane. A hurricane isn’t just a 
dynamo; it’s a dynamo that comes without an “off” switch. Once it’s begun amassing energy it cannot be 
shut down, and it’s far too powerful to be blown back out to sea with a big fan. 
 
That’s why Nathan and his friends—most of whom are, like him, science geeks of some sort—want to 
dissipate the thermal energy before it has a chance to accumulate. In other words: prevent the water in 
Hurricane Alley from getting warm enough to form a destructive hurricane in the first place. Armies 
sometimes engage in a “scorched earth” policy, destroying anything that might be of value to the enemy. 
Nathan and his friends want to practice a “chilled ocean” policy to keep the enemy from destroying 
anything of value. 
 
But, one might be tempted to ask, doesn’t this constitute playing with Mother Nature? 
 
“Of course it’s playing with Mother Nature!” Nathan cackles. “You say that like it’s a bad thing!” 
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Indeed, if we hadn’t played with Mother Nature by using ammonium nitrate to raise our crop yields, many 
readers of this book probably wouldn’t exist today. (Or they would at least be too busy to read, spending all 
day scrounging for roots and berries.) Stopping polio was also a form of playing with Mother Nature. As are 
the levees we use to control hurricane flooding—even if, as in Hurricane Katrina, they sometimes fail. 
 
The anti-hurricane solution Nathan proposes is so simple that a Boy Scout might have dreamt it up (a very 
clever one, at least). It can be built with materials bought at a Home Depot, or maybe even filched from the 
dump. 
 
“The trick is to modify the surface temperature of the water,” Nathan says. “Now the interesting thing is 
that the surface layer of warm water is very thin, often less than 100 feet. And right beneath it is a bulk of 
very cold water. If you’re skin-diving in many of these areas, you can feel the huge difference.” 
 
The warm surface layer is lighter than the cold water beneath, and therefore stays on the surface. “So what 
we need to do is fix that,” he says. 
 
It is a tantalizing puzzle—all that cold water, trillions upon trillions of gallons, lying just beneath the warm 
surface and yet impotent to defuse the potential disaster. 
 
But Nathan has a solution. It is basically “an inner tube with a skirt,” he says with a laugh. That is, a large 
floating ring, anywhere from thirty to three hundred feet across, with a long flexible cylinder affixed to the 
inside. The ring might be made from old truck tires, filled with foamed concrete and lashed together with 
steel cable. The cylinder, extending perhaps six hundred feet deep into the ocean, could be fashioned from 
polyethylene, aka the plastic used in shopping bags. 
 
“That’s it!” Nathan crows. 
 
How does it work? Imagine one of these skirted inner tubes—a giant, funky, man-made jellyfish—floating in 
the ocean. As a warm wave splashes over the top, the water level inside the ring rises until it is higher than 
the surrounding ocean. “When you have water elevated above the surface in a tube like that,” Nathan 
explains, “it’s called ‘hydraulic head.’” 
 
Hydraulic head is a force, created by the energy put into the waves by wind. This force would push the 
warm surface water down into the long plastic cylinder, ultimately flushing it out at the bottom, far beneath 
the surface. As long as the waves keep coming—and they always do—the hydraulic head’s force would keep 
pushing surface water into the cooler depths, which inevitably lowers the ocean’s surface temperature. The 
process is low-impact, non-polluting, and slow: a molecule of warm surface water would take about three 
hours to be flushed out the bottom of the plastic cylinder. 
 
Now imagine deploying these floats en masse in the patches of ocean where hurricanes grow. Nathan 
envisions “a picket fence” of them between Cuba and the Yucatán and another skein off the southeastern 
seaboard of the United States. They’d also be valuable in the South China Sea and in the Coral Sea off the 
coast of Australia. How many would be needed? Depending on their size, a few thousand floats might be 
able to stop hurricanes in the Caribbean and the Gulf of Mexico. 
 
A simple throwaway version of this contraption could be built for roughly $100 apiece, although the larger 
costs would come in towing and anchoring the floats. There’s also the possibility of more durable and 
sophisticated versions, remote-controlled units that could be relocated to where they are most needed. A 
“smart” version could even adjust the rate at which it cools the surface water by varying the volume of 
warm water it takes in. 
 
The most expensive float Nathan envisions would cost $100,000. Even at that price, allocating 10,000 of 
them around the world would cost just $1 billion—or one-tenth the amount of hurricane property damage 
incurred in a single year in the United States alone. As Ignatz Semmelweis learned about hand-washing and 
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as millions of heart patients learned about cheap pills like aspirin and statins, an ounce of prevention can be 
worth a few tons of cure. 
 
Nathan isn’t yet sure the float will work. For months it has been undergoing intense computer modeling; 
soon it will be tried out in real water. But all indications are that he and his friends have invented a 
hurricane killer. 
 
Even if it were capable of eliminating tropical storms entirely, that wouldn’t be wise, since storms are part 
of the natural climate cycle and deliver much-needed rainfall to land. The real value comes from cooling 
down a Category 5 storm into a less destructive one. “You might be able to manipulate the monsoon rain 
cycle in tropical areas,” Nathan enthuses, “and smooth out the boom-or-bust nature of rainfall in the Sahel 
in Africa, aiming to prevent starvation.” 
 
The float might also improve the ocean’s ecology. As surface water heats up each summer, it becomes 
depleted of oxygen and nutrients, creating a dead zone. Flushing the warm water downward would bring 
rich, oxygenated cold water to the surface, which ought to substantially enhance sea life. (The same effect 
can be seen today around offshore oil platforms.) The float might also help sink some of the excess carbon 
dioxide that has been absorbed by the ocean’s surface in recent decades. 
 
There remains, of course, the question of how, and by whom, these floats would be deployed. The 
Department of Homeland Security recently solicited hurricane-mitigation ideas from various scientists, 
including Nathan and his friends. Although such agencies rarely opt for cheap and simple solutions—it 
simply isn’t in their DNA—perhaps an exception will be made in this case, for the potential upside is large 
and the harm in trying seems minimal. 
 
As dangerous as hurricanes are, there looms within the realm of nature a far larger problem, one that 
threatens to end civilization as we know it: global warming. If only Nathan and his friends, such smart and 
creative thinkers who aren’t afraid of simple solutions, could do something about that… 
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CHAPTER 5 
WHAT DO AL GORE AND MOUNT PINATUBO HAVE IN COMMON? 

 
The headlines have been harrowing, to say the least. 
 
“Some experts believe that mankind is on the threshold of a new pattern of adverse global climate for 
which it is ill-prepared,” one New York Times article declared. It quoted climate researchers who argued 
that “this climatic change poses a threat to the people of the world.” 
 
A Newsweek article, citing a National Academy of Sciences report, warned that climate change “would force 
economic and social adjustments on a worldwide scale.” Worse yet, “climatologists are pessimistic that 
political leaders will take any positive action to compensate for the climatic change or even to allay its 
effects.” 
 
Who in his or her right mind wouldn’t be scared of global warming? 
 
But that’s not what these scientists were talking about. These articles, published in the mid-1970s, were 
predicting the effects of global cooling. 
 
Alarm bells had rung because the average ground temperature in the Northern Hemisphere had fallen by .5 
degrees Fahrenheit (.28 degrees Celsius) from 1945 to 1968. Furthermore, there had been a large increase 
in snow cover and, between 1964 and 1972, a decrease of 1.3 percent in the amount of sunshine hitting the 
United States. Newsweek reported that the temperature decline, while relatively small in absolute terms, 
“has taken the planet about a sixth of the way toward the Ice Age average.” 
 
The big fear was a collapse of the agricultural system. In Britain, cooling had already shortened the growing 
season by two weeks. “*T+he resulting famines could be catastrophic,” warned the Newsweek article. Some 
scientists proposed radical warming solutions such as “melting the arctic ice cap by covering it with black 
soot.” 
 
These days, of course, the threat is the opposite. The earth is no longer thought to be too cool but rather 
too warm. And black soot, rather than saving us, is seen as a chief villain. We have cast endless streams of 
carbon emissions skyward, the residue of all the fossil fuels we burn to heat and cool and feed and 
transport and entertain ourselves. 
 
By so doing, we have apparently turned our tender planet into a greenhouse, fashioning in the sky a 
chemical scrim that traps too much of the sun’s warmth and prevents it from escaping back into space. The 
“global cooling” phase notwithstanding, the average global ground temperature over the past hundred 
years has risen 1.3 degrees Fahrenheit (.7 degrees Celsius), and this warming has accelerated of late. 
 
“*W+e are now so abusing the Earth,” writes James Lovelock, the renowned environmental scientist, “that it 
may rise and move back to the hot state it was in fifty-five million years ago, and if it does most of us, and 
our descendants, will die.” 
 
There is essentially a consensus among climate scientists that the earth’s temperature has been rising and, 
increasingly, agreement that human activity has played an important role. But the ways humans affect the 
climate aren’t always as obvious as they seem. 
 
It is generally believed that cars and trucks and airplanes contribute an ungodly share of greenhouse gases. 
This has recently led many right-minded people to buy a Prius or other hybrid car. But every time a Prius 
owner drives to the grocery store, she may be canceling out its emission-reducing benefit, at least if she 
shops in the meat section. 
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How so? Because cows—as well as sheep and other cud-chewing animals called ruminants—are wicked 
polluters. Their exhalation and flatulence and belching and manure emit methane, which by one common 
measure is about twenty-five times more potent as a greenhouse gas than the carbon dioxide released by 
cars (and, by the way, humans). The world’s ruminants are responsible for about 50 percent more 
greenhouse gas than the entire transportation sector. 
 
Even the “locavore” movement, which encourages people to eat locally grown food, doesn’t help in this 
regard. A recent study by two Carnegie Mellon researchers, Christopher Weber and H. Scott Matthews, 
found that buying locally produced food actually increases greenhouse-gas emissions. Why? 
 
More than 80 percent of the emissions associated with food are in the production phase, and big farms are 
far more efficient than small farms. Transportation represents only 11 percent of food emissions, with 
delivery from producer to retailer representing only 4 percent. The best way to help, Weber and Matthews 
suggest, is to subtly change your diet. “Shifting less than one day per week’s worth of calories from red 
meat and dairy products to chicken, fish, eggs, or a vegetable-based diet achieves more greenhouse-gas 
reduction than buying all locally sourced food,” they write. 
 
You could also switch from eating beef to eating kangaroo—because kangaroo farts, as fate would have it, 
don’t contain methane. But just imagine the marketing campaign that would be needed to get Americans to 
take up ’roo-burgers. And think how hard the cattle ranchers would lobby Washington to ban kangaroo 
meat. Fortunately, a team of Australian scientists is attacking this problem from the opposite direction, 
trying to replicate the digestive bacteria in kangaroos’ stomachs so it can be transplanted to cows. 
 
  
 
For a variety of reasons, global warming is a uniquely thorny problem. 
 
First, climate scientists can’t run experiments. In this regard, they are more like economists than physicists 
or biologists, their goal being to tease out relationships from existing data without the ability to, say, invoke 
a ten-year ban on cars (or cows). 
 
Second, the science is extraordinarily complex. The impact of any single human activity—let’s pretend we 
tripled the number of airplane flights, for instance—depends on many different factors: the gases emitted, 
yes, but also how the planes affect things like convection and cloud formation. 
 
To predict global surface temperatures, one must take into account these and many other factors, including 
evaporation, rainfall, and, yes, animal emissions. But even the most sophisticated climate models don’t do a 
very good job of representing such variables, and that obviously makes predicting the climatic future very 
difficult. By comparison, the risk models used by modern financial institutions seem quite reliable—but, as 
recent banking meltdowns have shown, that isn’t always the case. 
 
The imprecision inherent in climate science means we don’t know with any certainty whether our current 
path will lead temperatures to rise two degrees or ten degrees. Nor do we really know if even a steep rise 
means an inconvenience or the end of civilization as we know it. 
 
It is this specter of catastrophe, no matter how remote, that has propelled global warming to the forefront 
of public policy. If we were certain that warming would impose large and defined costs, the economics of 
the problem would come down to a simple cost-benefit analysis. Do the future benefits from cutting 
emissions outweigh the costs of doing so? Or are we better off waiting to cut emissions later—or even, 
perhaps, polluting at will and just learning to live in a hotter world? 
 
The economist Martin Weitzman analyzed the best available climate models and concluded the future holds 
a 5 percent chance of a terrible-case scenario—a rise of more than 10 degrees Celsius. 
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There is of course great uncertainty even in this estimate of uncertainty. So how should we place a value on 
this relatively small chance of worldwide catastrophe? 
 
The economist Nicholas Stern, who prepared an encyclopedic report on global warming for the British 
government, suggested we spend 1.5 percent of global gross domestic product each year—that would be a 
$1.2 trillion bill as of today—to attack the problem. 
 
But as most economists know, people are generally unwilling to spend a lot of money to avert a future 
problem, especially when its likelihood is so uncertain. One good reason for waiting is that we might have 
options in the future to avert the problem that cost far less than today’s options. 
 
Although economists are trained to be cold-blooded enough to sit around and calmly discuss the trade-offs 
involved in global catastrophe, the rest of us are a bit more excitable. And most people respond to 
uncertainty with more emotion—fear, blame, paralysis—than might be advisable. Uncertainty also has a 
nasty way of making us conjure up the very worst possibilities. (Think about the last time you heard a bump 
in the night outside your bedroom door.) With global warming, the worst possibilities are downright 
biblical: rising seas, hellish temperatures, plague upon plague, a planet in chaos. 
 
It is understandable, therefore, that the movement to stop global warming has taken on the feel of a 
religion. The core belief is that humankind inherited a pristine Eden, has sinned greatly by polluting it, and 
must now suffer lest we all perish in a fiery apocalypse. James Lovelock, who might be considered a high 
priest of this religion, writes in a confessional language that would feel at home in any liturgy: “*W+e 
misused energy and overpopulated the Earth…*I+t is much too late for sustainable development; what we 
need is a sustainable retreat.” 
 
A “sustainable retreat” sounds a bit like wearing a sackcloth. To citizens of the developed world in 
particular, this would mean consuming less, using less, driving less—and, though it’s uncouth to say it aloud, 
learning to live with a gradual depopulation of the earth. 
 
If the modern conservation movement has a patron saint, it is surely Al Gore, the former vice president and 
recent Nobel laureate. His documentary film An Inconvenient Truth hammered home for millions the 
dangers of overconsumption. He has since founded the Alliance for Climate Protection, which describes 
itself as “an unprecedented mass persuasion exercise.” Its centerpiece is a $300 million public-service 
campaign called “We,” which urges Americans to change their profligate ways. 
 
Any religion, meanwhile, has its heretics, and global warming is no exception. Boris Johnson, a classically 
educated journalist who managed to become mayor of London, has read Lovelock—he calls him a 
“sacerdotal figure”—and concluded the following: “Like all the best religions, fear of climate change 
satisfies our need for guilt, and self-disgust, and that eternal human sense that technological progress must 
be punished by the gods. And the fear of climate change is like a religion in this vital sense, that it is veiled in 
mystery, and you can never tell whether your acts of propitiation or atonement have been in any way 
successful.” 
 
So while the true believers bemoan the desecration of our earthly Eden, the heretics point out that this 
Eden, long before humans arrived, once became so naturally thick with methane smog that it was rendered 
nearly lifeless. When Al Gore urges the citizenry to sacrifice their plastic shopping bags, their air-
conditioning, their extraneous travel, the agnostics grumble that human activity accounts for just 2 percent 
of global carbon-dioxide emissions, with the remainder generated by natural processes like plant decay. 
 
  
 
Once you strip away the religious fervor and scientific complexity, an incredibly simple dilemma lies at the 
heart of global warming. Economists fondly call it an externality. 
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What’s an externality? It’s what happens when someone takes an action but someone else, without 
agreeing, pays some or all the costs of that action. An externality is an economic version of taxation without 
representation. 
 
If you happen to live downwind from a fertilizer factory, the ammonium stench is an externality. When your 
neighbors throw a big party (and don’t have the courtesy to invite you), their ruckus is an externality. 
Secondhand cigarette smoke is an externality, as is the stray gunshot one drug dealer meant for another 
that instead hit a child on the playground. 
 
The greenhouse gases thought to be responsible for global warming are primarily externalities. When you 
have a bonfire in your backyard, you’re not just toasting marshmallows. You’re also emitting gases that, in a 
tiny way, help to heat the whole planet. Every time you get behind the wheel of a car, or eat a hamburger, 
or fly in an airplane, you are generating some by-products you’re not paying for. 
 
Imagine a fellow named Jack who lives in a lovely house—he built it himself—and comes home from work 
on the first warm day of summer. All he wants is to relax and cool off. So he cranks the air conditioner all 
the way up. Maybe he thinks for a moment about the extra dollar or two he’ll pay on his next electricity bill, 
but the cost isn’t enough to deter him. 
 
What he doesn’t think about is the black smoke from the power plant that burns the coal that heats the 
water that turns to steam that fills the turbine that spins the generator that makes the power that cools the 
house that Jack built. 
 
Nor will he think about the environmental costs associated with mining and trucking away that coal, or the 
associated dangers. In the United States alone, more than 100,000 coal miners died on the job over the past 
century, with another estimated 200,000 dying later from black lung disease. Now those are externalities. 
Thankfully, coalmining deaths have plummeted in the United States, to a current average of about 36 per 
year. But if Jack happened to live in China, the local death externality would be much steeper: at least 3,000 
Chinese coal miners die on the job each year. 
 
It’s hard to blame Jack for not thinking about externalities. Modern technology is so proficient that it often 
masks the costs associated with our consumption. There’s nothing visibly dirty about the electricity that 
feeds Jack’s air conditioner. It just magically appears, as if out of a fairy tale. 
 
If there were only a few Jacks in the world, or even a few million, no one would care. But as the global 
population hurtles toward 7 billion, all those externalities add up. So who should be paying for them? 
 
In principle, this shouldn’t be such a hard problem. If we knew how much it cost humankind every time 
someone used a tank of gas, we could simply levy a tax of that magnitude on the driver. The tax wouldn’t 
necessarily convince him to cancel his trip, nor should it. The point of the tax is to make sure the driver 
faces the full costs of his actions (or, in economist-speak, to internalize the externality). 
 
The revenues raised from these taxes could then be spread out across the folks who suffer the effects of a 
changing climate—people living in Bangladeshi lowlands, for instance, who will be flooded if the oceans rise 
precipitously. If we chose exactly the right tax, the revenues could properly compensate the victims of 
climate change. 
 
But when it comes to actually solving climate-change externalities through taxes, all we can say is good luck. 
Besides the obvious obstacles—like determining the right size of the tax and getting someone to collect it—
there’s the fact that greenhouse gases do not adhere to national boundaries. The earth’s atmosphere is in 
constant, complex motion, which means that your emissions become mine and mine yours. Thus, global 
warming. 
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If, say, Australia decided overnight to eliminate its carbon emissions, that fine nation wouldn’t enjoy the 
benefits of its costly and painful behavior unless everyone else joined in. Nor does one nation have the right 
to tell another what to do. The United States has in recent years sporadically attempted to lower its 
emissions. But when it leans on China or India to do the same, those countries can hardly be blamed for 
saying, Hey, you got to free-ride your way to industrial superpowerdom, so why shouldn’t we? 
 
When people aren’t compelled to pay the full cost of their actions, they have little incentive to change their 
behavior. Back when the world’s big cities were choked with horse manure, people didn’t switch to the car 
because it was good for society; they switched because it was in their economic interest to do so. Today, 
people are being asked to change their behavior not out of self-interest but rather out of selflessness. This 
might make global warming seem like a hopeless problem unless—and this is what Al Gore is banking on—
people are willing to put aside their self-interest and do the right thing even if it’s personally costly. Gore is 
appealing to our altruistic selves, our externality-hating better angels. 
 
  
 
Keep in mind that externalities aren’t always as obvious as they seem. 
 
To keep their cars from being stolen off the street, a lot of people lock the steering wheel with an anti-theft 
device like the Club. The Club is big and highly visible (it even comes in neon pink). By using a Club, you are 
explicitly telling a potential thief that your car will be hard to steal. The implicit signal, meanwhile, is that 
your neighbor’s car—the one without a Club—is a much better target. So your Club produces a negative 
externality for your non-Club-using neighbor in the form of a higher risk that his car will be stolen. The Club 
is a perfect exercise in self-interest. 
 
A device called LoJack, meanwhile, is in many ways the opposite of the Club. It is a small radio transmitter, 
not much larger than a deck of cards, hidden somewhere in or beneath the car where a thief can’t see it. 
But if the car is stolen, the police can remotely activate the transmitter and follow its signal straight to the 
car. 
 
Unlike the Club, LoJack doesn’t stop a thief from stealing your car. So why bother installing it? 
 
For one, it helps you recover the car, and fast. When it comes to auto theft, fast is important. Once your car 
has been missing more than a few days, you generally don’t want it back, because it likely will have been 
stripped. Even if you don’t want your car to be found, your insurance company does. So a second reason to 
install LoJack is that insurers will discount your premium. But perhaps the best reason is that LoJack actually 
makes it fun to have your car stolen. 
 
There’s a certain thrill to tracking a LoJack-equipped car, as if the hounds have just been released. The 
police spring into action, follow the radio signal, and nab the car thief before he knows what’s happening. If 
you’re lucky, he may even have filled up the gas tank for you. 
 
Most stolen cars end up in chop shops, clandestine mini-factories that remove the car’s most valuable parts 
and scrap the remains. The police have a hard time rooting out these operations—until, that is, LoJack 
comes around. Now the police simply follow the radio signal and, often, find the chop shop. 
 
The people who run chop shops aren’t stupid, of course. Once they realize what’s happening, they change 
their procedure. The thief, rather than driving the car straight to the shop, will leave it in a parking lot for a 
few days. If the car is gone when he returns, he knows it had LoJack. If not, he assumes it’s safe to deliver it 
to the chop shop. 
 
But the police aren’t stupid either. When they find a stolen car in a parking lot, they may choose not to 
reclaim it right away. Instead, they watch the vehicle until the thief returns and let him lead them to the 
chop shop. 
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Just how difficult has LoJack made life for auto thieves? 
 
For every additional percentage point of cars that have LoJack in a given city, overall thefts fall by as much 
as 20 percent. Since a thief can’t tell which cars have LoJack, he’s less willing to take a chance on any car. 
LoJack is relatively expensive, about $700, which means it isn’t all that popular, installed in fewer than 2 
percent of new cars. Even so, those cars create a rare and wonderful thing—a positive externality—for all 
the drivers who are too cheap to buy LoJack, because it protects their cars too. 
 
That’s right: not all externalities are negative. Good public schools create positive externalities because we 
all benefit from a society of well-educated people. (They also drive up property values.) Fruit farmers and 
beekeepers create positive externalities for each other: the trees provide free pollen for the bees and the 
bees pollinate the fruit trees, also at no charge. That’s why beekeepers and fruit farmers often set up shop 
next to each other. 
 
One of the unlikeliest positive externalities on record came cloaked in a natural disaster. 
 
In 1991, an eroded, wooded mountain on the Philippine island of Luzon began to rumble and spew sulfuric 
ash. It turned out that beloved old Mount Pinatubo was a dormant volcano. The nearby farmers and 
townspeople were reluctant to evacuate, but the geologists, seismologists, and volcanologists who rushed 
in ultimately persuaded most of them to leave. 
 
Good thing, too: on June 15, Pinatubo erupted for nine furious hours. The explosions were so massive that 
the top of the mountain caved in on itself, forming what is known as a caldera, a huge bowl-shaped crater, 
its new peak 850 feet lower than the original mountaintop. Worse yet, the region was simultaneously being 
lashed by a typhoon. According to one account, the sky poured down “heavy rain and ash with pumice 
lumps the size of golf balls.” Around 250 people died, mainly from collapsed roofs, and more died in the 
following days from mudslides. Still, thanks to the scientists’ warnings, the death toll was relatively small. 
 
Mount Pinatubo was the most powerful volcanic eruption in nearly one hundred years. Within two hours of 
the main blast, sulfuric ash had reached twenty-two miles into the sky. By the time it was done, Pinatubo 
had discharged more than 20 million tons of sulfur dioxide into the stratosphere. What effect did that have 
on the environment? 
 
As it turned out, the stratospheric haze of sulfur dioxide acted like a layer of sunscreen, reducing the 
amount of solar radiation reaching the earth. For the next two years, as the haze was settling out, the earth 
cooled off by an average of nearly 1 degree Fahrenheit, or .5 degrees Celsius. A single volcanic eruption 
practically reversed, albeit temporarily, the cumulative global warming of the previous hundred years. 
 
Pinatubo created some other positive externalities too. Forests around the world grew more vigorously 
because trees prefer their sunlight a bit diffused. And all that sulfur dioxide in the stratosphere created 
some of the prettiest sunsets that people had ever seen. 
 
Of course it was the global cooling that got scientists’ attention. A paper in Science concluded that a 
Pinatubo-size eruption every few years would “offset much of the anthropogenic warming expected over 
the next century.” 
 
Even James Lovelock conceded the point: “*W+e might be saved,” he wrote, “by an unexpected event such 
as a series of volcanic eruptions severe enough to block out sunlight and so cool the Earth. But only losers 
would bet their lives on such poor odds.” 
 
True, it probably would take a loser, or at least a fool, to believe a volcano could be persuaded to spew its 
protective effluvia into the sky at the proper intervals. But what if some foolish people thought Pinatubo 
could perhaps serve as a blueprint to stop global warming? The same sort of fools who, for instance, once 
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believed that women didn’t have to die in childbirth, that worldwide famine was not foreordained? While 
they’re at it, could they also make their solution cheap and simple? 
 
And if so, where might such fools be found? 
 
  
 
In a nondescript section of Bellevue, Washington, a suburb of Seattle, lies a particularly nondescript series 
of buildings. There’s a heating-and-air-conditioning company, a boat maker, a shop that fabricates marble 
tiles, and another building that used to be a Harley-Davidson repair shop. This last one is a windowless, 
charmless structure of about twenty thousand square feet whose occupant is identified only by a sheet of 
paper taped to the glass door. It reads “Intellectual Ventures.” 
 
Inside is one of the most unusual laboratories in the world. There are lathes and mold makers and 3D 
printers and many powerful computers, of course, but there is also an insectary where mosquitoes are bred 
so they can be placed in an empty fish tank and, from more than a hundred feet away, assassinated by a 
laser. This experiment is designed to thwart malaria. The disease is spread only by certain species of female 
mosquito, so the laser’s tracking system identifies the females by wing-beat frequency—they flap more 
slowly than males because they are heavier—and zaps them. 
 
Intellectual Ventures is an invention company. The lab, in addition to all the gear, is stocked with an elite 
assemblage of brainpower, scientists and puzzle-solvers of every variety. They dream up processes and 
products and then file patent applications, more than five hundred a year. The company also acquires 
patents from outside inventors, ranging from Fortune 500 companies to solo geniuses toiling in basements. 
IV operates much like a private-equity firm, raising investment capital and paying returns when its patents 
are licensed. The company currently controls more than twenty thousand patents, more than all but a few 
dozen companies in the world. This has led to some grumbling that IV is a “patent troll,” accumulating 
patents so it can extort money from other companies, via lawsuit if necessary. But there is little hard 
evidence for such claims. A more realistic assessment is that IV has created the first mass market for 
intellectual property. 
 
Its ringleader is a gregarious man named Nathan, the same Nathan we met earlier, the one who hopes to 
enfeeble hurricanes by seeding the ocean with skirted truck tires. Yes, that apparatus is an IV invention. 
Internally it is known as the Salter Sink because it sinks warm surface water and was originally developed by 
Stephen Salter, a renowned British engineer who has been working for decades to harness the power of 
ocean waves. 
 
By now it should be apparent that Nathan isn’t just some weekend inventor. He is Nathan Myhrvold, the 
former chief technology officer at Microsoft. He co-founded IV in 2000 with Edward Jung, a biophysicist 
who was Microsoft’s chief software architect. Myhrvold played a variety of roles at Microsoft: futurist, 
strategist, founder of its research lab, and whisperer-in-chief to Bill Gates. “I don’t know anyone I would say 
is smarter than Nathan,” Gates once observed. 
 
Myhrvold, who is fifty years old, has been smart for a long time. Growing up in Seattle, he graduated from 
high school at fourteen and by the time he was twenty-three had earned, primarily at UCLA and Princeton, 
a bachelor’s degree (mathematics), two master’s degrees (geophysics/space physics and mathematical 
economics), and a Ph.D. (mathematical physics). He then went to Cambridge University to do quantum 
cosmology research with Stephen Hawking. 
 
Myhrvold recalls watching the British science-fiction TV show Dr. Who when he was young: “The Doctor 
introduces himself to someone, who says, ‘Doctor? Are you some kind of scientist?’ And he says, ‘Sir, I am 
every kind of scientist.’ And I was, like, Yes! Yes! That is what I want to be: every kind of scientist!” 
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He is so polymathic as to make an everyday polymath tremble with shame. In addition to his scientific 
interests, he is an accomplished nature photographer, chef, mountain climber, and a collector of rare 
books, rocket engines, antique scientific instruments, and, especially, dinosaur bones: he is co-leader of a 
project that has dug up more T. rex skeletons than anyone else in the world. He is also—and this is hardly 
unrelated to his hobbies—very wealthy. In 1999, when he left Microsoft, he appeared on the Forbes list of 
the four hundred richest Americans. 
 
At the same time—and this is how Myhrvold has managed to stay wealthy—he is famously cheap. As he 
walks through the IV lab pointing out his favorite tools and gadgets, his greatest pride is reserved for the 
items he bought on eBay or at bankruptcy sales. Though Myhrvold understands complexity as well as 
anyone, he is a firm believer that solutions should be cheap and simple whenever possible. 
 
He and his compatriots are currently working on, among other projects: a better internal combustion 
engine; a way to reduce an airplane’s “skin drag” and thus increase its fuel efficiency; and a new kind of 
nuclear power plant that would radically improve the future of worldwide electricity production. Although 
many of their ideas are just that—ideas—some have already started saving lives. The company has invented 
a process whereby a neurosurgeon who is attempting to repair an aneurysm can send IV the patient’s brain-
scan data, which are fed into a 3D printer that produces a life-size plastic model of the aneurysm. The 
model is shipped overnight to the surgeon, who can make a detailed plan to attack the aneurysm before 
cutting through the patient’s skull. 
 
It takes a healthy dose of collective arrogance for a small group of scientists and engineers to think they 
could simultaneously tackle many of the world’s toughest problems. Fortunately, these folks have the 
requisite amount. They have already sent satellites to the moon, helped defend the United States against 
missile attack and, via computing advances, changed the way the world works. (Bill Gates is not only an 
investor in IV but an occasional inventor as well. The mosquito-zapping laser was a response to his 
philanthropic quest to eradicate malaria.) They have also conducted definitive scientific research in many 
fields, including climate science. 
 
So it was only a matter of time before they began thinking about global warming. On the day we visited IV, 
Myhrvold convened roughly a dozen of his colleagues to talk about the problem and possible solutions. 
They sat around a long oval conference table, Myhrvold near one end. 
 
They are a roomful of wizards, and yet without doubt Myhrvold is their Harry Potter. For the next ten or so 
hours, fueled by an astonishing amount of diet soda, he prodded and amplified, interjected and challenged. 
 
Everyone in the room agrees that the earth has been getting warmer and they generally suspect that 
human activity has something to do with it. But they also agree that the standard global-warming rhetoric in 
the media and political circles is oversimplified and exaggerated. Too many accounts, Myhrvold says, suffer 
from “people who get on their high horse and say that that our species will be exterminated.” 
 
Does he believe this? 
 
“Probably not.” 
 
When An Inconvenient Truth is mentioned, the table erupts in a sea of groans. The film’s purpose, Myhrvold 
believes, was “to scare the crap out of people.” Although Al Gore “isn’t technically lying,” he says, some of 
the nightmare scenarios Gore describes—the state of Florida disappearing under rising seas, for instance—
“don’t have any basis in physical reality in any reasonable time frame. No climate model shows them 
happening.” 
 
But the scientific community is also at fault. The current generation of climate-prediction models are, as 
Lowell Wood puts it, “enormously crude.” Wood is a heavyset and spectacularly talkative astrophysicist in 
his sixties who calls to mind a sane Ignatius P. Reilly. Long ago, Wood was Myhrvold’s academic mentor. 



95 
 

(Wood himself was a protégé of the physicist Edward Teller.) Myhrvold thinks Wood is one the smartest 
men in the universe. Off the top of his head, Wood seems to know quite a bit about practically anything: the 
melt rate of the Greenland ice core (80 cubic kilometers per year); the percentage of unsanctioned Chinese 
power plants that went online in the previous year (about 20 percent); the number of times that metastatic 
cancer cells travel through the bloodstream before they land (“as many as a million”). 
 
Wood has achieved a great deal in science, on behalf of universities, private firms, and the U.S. government. 
It was Wood who dreamed up IV’s mosquito laser assassination system—which, if it seems vaguely familiar, 
is because Wood also worked on the “Star Wars” missile-defense system at the Lawrence Livermore 
National Laboratory, from which he recently retired. (From fighting Soviet nukes to malarial mosquitoes: 
talk about a peace dividend!) 
 
Today, at the IV think session, Wood is wearing a rainbow tie-dyed short-sleeve dress shirt with a matching 
necktie. 
 
“The climate models are crude in space and they’re crude in time,” he continues. “So there’s an enormous 
amount of natural phenomena they can’t model. They can’t do even giant storms like hurricanes.” 
 
There are several reasons for this, Myhrvold explains. Today’s models use a grid of cells to map the earth, 
and those grids are too large to allow for the modeling of actual weather. Smaller and more accurate grids 
would require better modeling software, which would require more computing power. “We’re trying to 
predict climate change twenty to thirty years from now,” he says, “but it will take us almost the same 
amount of time for the computer industry to give us fast enough computers to do the job.” 
 
That said, most current climate models tend to produce similar predictions. This might lead one to 
reasonably conclude that climate scientists have a pretty good handle on the future. 
 
Not so, says Wood. 
 
“Everybody turns their knobs”—that is, adjusts the control parameters and coefficients of their models—
“so they aren’t the outlier, because the outlying model is going to have difficulty getting funded.” In other 
words, the economic reality of research funding, rather than a disinterested and uncoordinated scientific 
consensus, leads the models to approximately match one another. It isn’t that current climate models 
should be ignored, Wood says—but, when considering the fate of the planet, one should properly 
appreciate their limited nature. 
 
As Wood, Myhrvold, and the other scientists discuss the various conventional wisdoms surrounding global 
warming, few, if any, survive unscathed. 
 
The emphasis on carbon dioxide? “Misplaced,” says Wood. 
 
Why? 
 
“Because carbon dioxide is not the major greenhouse gas. The major greenhouse gas is water vapor.” But 
current climate models “do not know how to handle water vapor and various types of clouds. That is the 
elephant in the corner of this room. I hope we’ll have good numbers on water vapor by 2020 or 
thereabouts.” 
 
Myhrvold cites a recent paper asserting that carbon dioxide may have had little to do with recent warming. 
Instead, all the heavy-particulate pollution we generated in earlier decades seems to have cooled the 
atmosphere by dimming the sun. That was the global cooling that caught scientists’ attention in the 1970s. 
The trend began to reverse when we started cleaning up our air. 
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“So most of the warming seen over the past few decades,” Myhrvold says, “might actually be due to good 
environmental stewardship!” 
 
Not so many years ago, schoolchildren were taught that carbon dioxide is the naturally occurring lifeblood 
of plants, just as oxygen is ours. Today, children are more likely to think of carbon dioxide as a poison. 
That’s because the amount of carbon dioxide in the atmosphere has increased substantially over the past 
one hundred years, from about 280 parts per million to 380. 
 
But what people don’t know, the IV scientists say, is that the carbon dioxide level some 80 million years 
ago—back when our mammalian ancestors were evolving—was at least 1,000 parts per million. In fact, that 
is the concentration of carbon dioxide you regularly breathe if you work in a new energy-efficient office 
building, for that is the level established by the engineering group that sets standards for heating and 
ventilation systems. 
 
So not only is carbon dioxide plainly not poisonous, but changes in carbon-dioxide levels don’t necessarily 
mirror human activity. Nor does atmospheric carbon dioxide necessarily warm the earth: ice-cap evidence 
shows that over the past several hundred thousand years, carbon dioxide levels have risen after a rise in 
temperature, not the other way around. 
 
Beside Myhrvold sits Ken Caldeira, a soft-spoken man with a boyish face and a halo of curly hair. He runs an 
ecology lab at Stanford for the Carnegie Institution. Caldeira is among the most respected climate scientists 
in the world, his research cited approvingly by the most fervent environmentalists. He and a co-author 
coined the phrase “ocean acidification,” the process by which the seas absorb so much carbon dioxide that 
corals and other shallow-water organisms are threatened. He also contributes research to the 
Intergovernmental Panel on Climate Change, which shared the 2007 Nobel Peace Prize with Al Gore for 
sounding the alarm on global warming. (Yes, Caldeira got a Nobel certificate.) 
 
If you met Caldeira at a party, you would likely place him in the fervent-environmentalist camp himself. He 
was a philosophy major in college, for goodness’ sake, and his very name—a variant of caldera, the 
craterlike rim of a volcano—aligns him with the natural world. In his youth (he is fifty-three now), he was a 
hard-charging environmental activist and all-around peacenik. 
 
Caldeira is thoroughly convinced that human activity is responsible for some global warming and is more 
pessimistic than Myhrvold about how future climate will affect humankind. He believes “we are being 
incredibly foolish emitting carbon dioxide” as we currently do. 
 
Yet his research tells him that carbon dioxide is not the right villain in this fight. For starters, as greenhouse 
gases go, it’s not particularly efficient. “A doubling of carbon dioxide traps less than 2 percent of the 
outgoing radiation emitted by the earth,” he says. Furthermore, atmospheric carbon dioxide is governed by 
the law of diminishing returns: each gigaton added to the air has less radiative impact than the previous 
one. 
 
Caldeira mentions a study he undertook that considered the impact of higher carbon-dioxide levels on plant 
life. While plants get their water from the soil, they get their food—carbon dioxide, that is—from the air. 
 
“Plants pay exceedingly dearly for carbon dioxide,” Lowell Wood jumps in. “A plant has to raise about a 
hundred times as much water from the soil as it gets carbon dioxide from the air, on a molecule-lost-per-
molecule-gained basis. Most plants, especially during the active part of the growing season, are water-
stressed. They bleed very seriously to get their food.” 
 
So an increase in carbon dioxide means that plants require less water to grow. And what happens to 
productivity? 
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Caldeira’s study showed that doubling the amount of carbon dioxide while holding steady all other inputs—
water, nutrients, and so forth—yields a 70 percent increase in plant growth, an obvious boon to agricultural 
productivity. 
 
“That’s why most commercial hydroponic greenhouses have supplemental carbon dioxide,” Myhrvold says. 
“And they typically run at 1,400 parts per million.” 
 
“Twenty thousand years ago,” Caldeira says, “carbon-dioxide levels were lower, sea level was lower—and 
trees were in a near state of asphyxiation for lack of carbon dioxide. There’s nothing special about today’s 
carbon-dioxide level, or today’s sea level, or today’s temperature. What damages us are rapid rates of 
change. Overall, more carbon dioxide is probably a good thing for the biosphere—it’s just that it’s increasing 
too fast.” 
 
The gentlemen of IV abound with further examples of global warming memes that are all wrong. 
 
Rising sea levels, for instance, “aren’t being driven primarily by glaciers melting,” Wood says, no matter how 
useful that image may be for environmental activists. The truth is far less sexy. “It is driven mostly by water-
warming—literally, the thermal expansion of ocean water as it warms up.” 
 
Sea levels are rising, Wood says—and have been for roughly twelve thousand years, since the end of the 
last ice age. The oceans are about 425 feet higher today, but the bulk of that rise occurred in the first 
thousand years. In the past century, the seas have risen less than eight inches. 
 
As to the future: rather than the catastrophic thirty-foot rise some people have predicted over the next 
century—good-bye, Florida!—Wood notes that the most authoritative literature on the subject suggests a 
rise of about one and a half feet by 2100. That’s much less than the twice-daily tidal variation in most 
coastal locations. “So it’s a little bit difficult,” he says, “to understand what the purported crisis is about.” 
 
Caldeira, with something of a pained look on his face, mentions a most surprising environmental scourge: 
trees. Yes, trees. As much as Caldeira personally lives the green life—his Stanford office is cooled by a 
misting water chamber rather than air-conditioning—his research has found that planting trees in certain 
locations actually exacerbates warming because comparatively dark leaves absorb more incoming sunlight 
than, say, grassy plains, sandy deserts, or snow-covered expanses. 
 
Then there’s this little-discussed fact about global warming: while the drumbeat of doom has grown louder 
over the past several years, the average global temperature during that time has in fact decreased. 
 
  
 
In the darkened conference room, Myhrvold cues up an overhead slide that summarizes IV’s views of the 
current slate of proposed global-warming solutions. The slide says: 
 
        * Too little 
        * Too late 
        * Too optimistic 
 
Too little means that typical conservation efforts simply won’t make much of a difference. “If you believe 
there’s a problem worth solving,” Myhrvold says, “then these solutions won’t be enough to solve it. Wind 
power and most other alternative energy things are cute, but they don’t scale to a sufficient degree. At this 
point, wind farms are a government subsidy scheme, fundamentally.” What about the beloved Prius and 
other low-emission vehicles? “They’re great,” he says, “except that transportation is just not that big of a 
sector.” 
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Also, coal is so cheap that trying to generate electricity without it would be economic suicide, especially for 
developing countries. Myhrvold argues that cap-and-trade agreements, whereby coal emissions are limited 
by quota and cost, can’t help much, in part because it is already… 
 
Too late. The half-life of atmospheric carbon dioxide is roughly one hundred years, and some of it remains 
in the atmosphere for thousands of years. So even if humankind immediately stopped burning all fossil fuel, 
the existing carbon dioxide would remain in the atmosphere for several generations. Pretend the United 
States (and perhaps Europe) miraculously converted overnight and became zero-carbon societies. Then 
pretend they persuaded China (and perhaps India) to demolish every coal-burning power plant and diesel 
truck. As far as atmospheric carbon dioxide is concerned, it might not matter all that much. And by the way, 
that zero-carbon society you were dreamily thinking about is way… 
 
Too optimistic. “A lot of the things that people say would be a good thing probably aren’t,” Myhrvold says. 
As an example he points to solar power. “The problem with solar cells is that they’re black, because they are 
designed to absorb light from the sun. But only about 12 percent gets turned into electricity, and the rest is 
reradiated as heat—which contributes to global warming.” 
 
Although a widespread conversion to solar power might seem appealing, the reality is tricky. The energy 
consumed by building the thousands of new solar plants necessary to replace coal-burning and other power 
plants would create a huge long-term “warming debt,” as Myhrvold calls it. “Eventually, we’d have a great 
carbon-free energy infrastructure but only after making emissions and global warming worse every year 
until we’re done building out the solar plants, which could take thirty to fifty years.” 
 
This hardly means the energy problem should be dismissed. That’s why IV—along with inventors all over the 
world—are working toward the holy grail: cheaper and cleaner forms of energy. 
 
But from an atmospheric perspective, energy represents what might be called the input dilemma. How 
about the output dilemma? What if the greenhouse gases we’ve already emitted do produce an ecological 
disaster? 
 
Myhrvold is not blind to the possibility. He has probably thought about such scenarios in greater scientific 
detail than any climate doomsayer: a collapse of massive ice sheets in Greenland or Antarctica; a release of 
huge amounts of methane caused by the melting of arctic permafrost; and, as he describes it, “a breakdown 
of the thermohaline circulation system in the North Atlantic, which would put an end to the Gulf Stream.” 
 
So what happens if the doomsayers turn out to be right? What if the earth is becoming dangerously 
warmer, whether because of our fossil-fuel profligacy or some natural climate cycle? We don’t really want 
to sit back and stew in our own juices, do we? 
 
  
 
In 1980, when Myhrvold was a grad student at Princeton, Mount St. Helens erupted back home in 
Washington State. Even though he was nearly three thousand miles away, Myhrvold saw a thin layer of ash 
accumulating on his windowsill. “It’s hard not to think about volcanic dust when it’s raining down on your 
dorm room,” he says, “although to be honest, my room was messy in many other ways.” 
 
Even as a kid, Myhrvold was fascinated by geophysical phenomena—volcanoes, sunspots, and the like—and 
their history of affecting the climate. The Little Ice Age intrigued him so much that he forced his family to 
visit the northern tip of Newfoundland, where Leif Eriksson and his Vikings reputedly made camp a 
thousand years earlier. 
 
The connection between volcanoes and climate is hardly a new idea. Another polymath, Benjamin Franklin, 
wrote what seems to be the first scientific paper on the topic. In “Meteorological Imaginations and 
Conjectures,” published in 1784, Franklin posited that recent volcanic eruptions in Iceland had caused a 
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particularly harsh winter and a cool summer with “constant fog over all Europe, and *a+ great part of North 
America.” In 1815, the gargantuan eruption of Mount Tambora in Indonesia produced “The Year Without a 
Summer,” a worldwide disaster that killed crops, prompted widespread starvation and food riots, and 
brought snow to New England as late as June. 
 
As Myhrvold puts it: “All really big-ass volcanoes have some climate effects.” 
 
Volcanoes erupt all the time, all over the world, but truly “big-ass” ones are rare. If they weren’t—well, we 
probably wouldn’t be around to worry about global warming. The anthropologist Stanley Ambrose has 
argued that a supervolcanic explosion at Lake Toba on Sumatra, roughly seventy thousand years ago, 
blocked the sun so badly that it triggered an ice age that nearly wiped out Homo sapiens. 
 
What distinguishes a big-ass volcano isn’t just how much stuff it ejaculates, but where the ejaculate goes. 
The typical volcano sends sulfur dioxide into the troposphere, the atmospheric layer closest to the earth’s 
surface. This is similar to what a coal-burning power plant does with its sulfur emissions. In both cases, the 
gas stays in the sky only a week or so before falling back to the ground as acid rain, generally within a few 
hundred miles of its origin. 
 
But a big volcano shoots sulfur dioxide far higher, into the stratosphere. That’s the layer that begins at 
about seven miles above the earth’s surface, or six miles at the poles. Above that threshold altitude, there is 
a drastic change in a variety of atmospheric phenomena. The sulfur dioxide, rather than quickly returning to 
the earth’s surface, absorbs stratospheric water vapor and forms an aerosol cloud that circulates rapidly, 
blanketing most of the globe. In the stratosphere, sulfur dioxide can linger for a year or more, and will 
thereby affect the global climate. 
 
That’s what happened in 1991 when Mount Pinatubo erupted in the Philippines. Pinatubo made Mount St. 
Helens look like a hiccup; it put more sulfur dioxide into the stratosphere than any volcano since Krakatoa, 
more than a century earlier. In the period between those two eruptions, the state of science had 
progressed considerably. A worldwide cadre of scientists was on watch at Pinatubo, equipped with modern 
technology to capture every measurable piece of data. The atmospheric aftereffects of Pinatubo were 
undeniable: a decrease in ozone, more diffuse sunlight, and, yes, a sustained drop in global temperature. 
 
Nathan Myhrvold was working at Microsoft then, but he still followed the scientific literature on 
geophysical phenomena. He took note of the Pinatubo climate effects and, one year later, a 900-page 
report from the National Academy of Sciences called Policy Implications of Greenhouse Warming. It 
included a chapter on geoengineering, which the NAS defined as “large-scale engineering of our 
environment in order to combat or counteract the effects of changes in atmospheric chemistry.” 
 
In other words: if human activity is warming up the planet, could human ingenuity cool it down? 
 
People have been trying to manipulate the weather forever. Just about every religion ever invented has a 
rain-making prayer. But secularists have stepped it up in recent decades. In the late 1940s, three General 
Electric scientists in Schenectady, New York, successfully seeded clouds with silver iodide. The trio included 
a chemist named Bernard Vonnegut; the project’s public-relations man was his younger brother Kurt, who 
went on to become a world-class novelist—and in his writing, he used a good bit of the far-out science he 
picked up in Schenectady. 
 
The 1992 NAS report gave a credibility boost to geoengineering, which until then had largely been seen as 
the province of crackpots and rogue governments. Still, some of the NAS proposals would have seemed 
outlandish even in a Vonnegut novel. A “multiple balloon screen,” for instance, was meant to deflect 
sunlight by launching billions of aluminized balloons into the sky. A “space mirror” scheme called for fifty-
five thousand reflective sails to orbit high above the earth. 
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The NAS report also raised the possibility of intentionally spreading sulfur dioxide in the stratosphere. The 
idea was attributed to a Belarusian climate scientist named Mikhail Budyko. After Pinatubo, there was no 
doubt that stratospheric sulfur dioxide cooled the earth. But wouldn’t it be nice to not have to rely on 
volcanoes to do the job? 
 
Unfortunately, the proposals for getting sulfur dioxide into the stratosphere were complex, costly, and 
impractical. Loading up artillery shells, for instance, and firing them into the sky. Or launching a fleet of 
fighter jets with high-sulfur fuel and letting their exhaust paint the stratosphere. “It was more science 
fiction than science,” says Myhrvold. “None of the plans made any economic or practical sense.” 
 
The other problem was that many scientists, particularly nature-friendly ones like Ken Caldeira, found the 
very idea abhorrent. Dump chemicals in the atmosphere to reverse the damage caused by…dumping 
chemicals in the atmosphere? It was a crazy, hair-of-the-dog scheme that seemed to violate every tenet of 
environmentalism. Those who saw global warming as a religious issue could hardly imagine a more grievous 
sacrilege. 
 
But the best reason to reject the idea, Caldeira thought, was that it simply wouldn’t work. 
 
That was his conclusion after hearing Lowell Wood give a lecture on stratospheric sulfur dioxide at a 1998 
climate conference in Aspen. But being a scientist who prefers data to dogma—even if the environmental 
dogma in this case lay close to his heart—Caldeira ran a climate model to test Wood’s claims. “The intent,” 
he says, “was to put an end to all the geoengineering talk.” 
 
He failed. As much as Caldeira disliked the concept, his model backed up Wood’s claims that geoengineering 
could stabilize the climate even in the face of a large spike in atmospheric carbon dioxide, and he wrote a 
paper saying so. Caldeira, the most reluctant geoengineer imaginable, became a convert—willing, at least, 
to explore the idea. 
 
Which is how it comes to pass that, more than ten years later, Caldeira, Wood, and Myhrvold—the onetime 
peacenik, the onetime weapons architect, and the onetime Viking fanboy—are huddled together in a 
former Harley-Davidson repair shop showing off their scheme to stop global warming. 
 
  
 
It wasn’t just the cooling potential of stratospheric sulfur dioxide that surprised Caldeira. It was how little 
was needed to do the job: about thirty-four gallons per minute, not much more than the amount of water 
that comes out of a heavy-duty garden hose. 
 
Warming is largely a polar phenomenon, which means that high-latitude areas are four times more sensitive 
to climate change than the equator. By IV’s estimations, 100,000 tons of sulfur dioxide per year would 
effectively reverse warming in the high Arctic and reduce it in much of the Northern Hemisphere. 
 
That may sound like a lot but, relatively speaking, it is a smidge. At least 200 million tons of sulfur dioxide 
already go into the atmosphere each year, roughly 25 percent from volcanoes, 25 percent from human 
sources like motor vehicles and coal-fired power plants, and the rest from other natural sources like sea 
spray. 
 
So all that would be needed to produce a globe-changing effect is one-twentieth of 1 percent of current 
sulfur emissions, simply relocated to a higher point in the sky. How can this be? Myhrvold’s answer: 
“Leverage!” 
 
Leverage is the secret ingredient that distinguishes physics from, say, chemistry. Think back to the Salter 
Sink, IV’s device for preventing hurricanes. Hurricanes are destructive because they gather up the thermal 
energy in the ocean’s surface and convert it into physical force, a primordial act of leverage creation. The 
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Salter Sink ruptures that process by using wave power to continually sink the warm water all through 
hurricane season. 
 
“A kilogram of sulfur dioxide, emitted by a truck or a bus or a power plant into the troposphere, does much 
less good for you than in the stratosphere,” Myhrvold says. “So you get a huge leverage, and that’s a pretty 
cool thing. That’s why Archimedes said, ‘If you give me a fulcrum, I can move the world.’”* 
 
So once you eliminate the moralism and the angst, the task of reversing global warming boils down to a 
straightforward engineering problem: how to get thirty-four gallons per minute of sulfur dioxide into the 
stratosphere? 
 
The answer: a very long hose. 
 
That’s what IV calls this project—a “garden hose to the sky.” Or, when they’re feeling slightly more 
technical, a “stratospheric shield for climate stabilization.” Considering its scientific forebear and the way it 
wraps the planet in a protective layer, perhaps it should be called Budyko’s Blanket. 
 
For anyone who loves cheap and simple solutions, things don’t get much better. Here’s how it works. At a 
base station, sulfur would be burned into sulfur dioxide and then liquefied. “The technology for doing this is 
well known,” says Wood, “because early in the twentieth century, sulfur dioxide was the major refrigerant 
gas.” 
 
The hose, stretching from the base station into the stratosphere, would be about eighteen miles long but 
extremely light. “The diameter is just a couple inches, not some giant-ass pipe,” says Myhrvold. “It’s literally 
a specialized fire hose.” 
 
The hose would be suspended from a series of high-strength, helium-filled balloons fastened to the hose at 
100-to 300-yard intervals (a “string of pearls,” IV calls it), ranging in diameter from 25 feet near the ground 
to 100 feet near the top. 
 
The liquefied sulfur dioxide would be sent skyward by a series of pumps, affixed to the hose at every 100 
yards. These too would be relatively light, about forty-five pounds each—“smaller than the pumps in my 
swimming pool,” Myhrvold says. There are several advantages to using many small pumps rather than one 
monster pump at the base station: a big ground pump would create more pressure, which, in turn, would 
require a far heavier hose; even if a few of the small pumps failed, the mission itself wouldn’t; and using 
small, standardized units would keep costs down. 
 
At the end of the hose, a cluster of nozzles would spritz the stratosphere with a fine mist of colorless liquid 
sulfur dioxide. 
 
Thanks to stratospheric winds that typically reach one hundred miles per hour, the spritz would wrap 
around the earth in roughly ten days’ time. That’s how long it would take to create Budyko’s Blanket. 
Because stratospheric air naturally spirals toward the poles, and because the arctic regions are more 
vulnerable to global warming, it makes sense to spray the sulfur aerosol at high latitude—with perhaps one 
hose in the Southern Hemisphere and another in the Northern. 
 
Myhrvold, in his recent travels, happened upon one potentially perfect site. Along with Bill Gates and 
Warren Buffett, he was taking a whirlwind educational tour of various energy producers—a nuclear plant, a 
wind farm, and so on. One of their destinations was the Athabasca Oil Sands in northern Alberta, Canada. 
 
Billions of barrels of petroleum can be found there, but it is heavy, mucky crude. Rather than lying in a liquid 
pool beneath the earth’s crust, it is mixed in, like molasses, with the surface dirt. In Athabasca you don’t 
drill for oil; you mine it, scooping up gigantic shovels of earth and then separating the oil from its waste 
components. 
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One of the most plentiful waste components is sulfur, which commands such a low price that oil companies 
simply stockpile it. “There were big yellow mountains of it, like a hundred meters high by a thousand meters 
wide!” says Myhrvold. “And they stair-step them, like a Mexican pyramid. So you could put one little 
pumping facility up there, and with one corner of one of those sulfur mountains, you could solve the whole 
global warming problem for the Northern Hemisphere.” 
 
It is interesting to think what might have happened if Myhrvold was around one hundred years ago, when 
New York and other cities were choking on horse manure. One wonders if, while everyone else looked at 
the mountains of dung and saw calamity, he might have seen opportunity. 
 
On balance, Budyko’s Blanket is a fiendishly simple plan. Considering the complexity of climate in general 
and how much we don’t know, it probably makes sense to start small. With the fire-hose approach, you 
could begin with a trickle of sulfur and monitor the results. The amount could be easily dialed up or down—
or, if need be, turned off. There is nothing permanent or irreversible about the process. 
 
And it would be startlingly cheap. IV estimates the “Save the Arctic” plan could be set up in just two years at 
a cost of roughly $20 million, with an annual operating cost of about $10 million. If cooling the poles alone 
proved insufficient, IV has drawn up a “Save the Planet” version, with five worldwide base stations instead 
of two, and three hoses at each site. This would put about three to five times the amount of sulfur dioxide 
into the stratosphere. Even so, that would still represent less than 1 percent of current worldwide sulfur 
emissions. IV estimates this plan could be up and running in about three years, with a startup cost of $150 
million and annual operating costs of $100 million. 
 
So Budyko’s Blanket could effectively reverse global warming at a total cost of $250 million. Compared with 
the $1.2 trillion that Nicholas Stern proposes spending each year to attack the problem, IV’s idea is, well, 
practically free. It would cost $50 million less to stop global warming than what Al Gore’s foundation is 
paying just to increase public awareness about global warming. 
 
And there lies the key to the question we asked at the beginning of this chapter: What do Al Gore and 
Mount Pinatubo have in common? The answer is that Gore and Pinatubo both suggest a way to cool the 
planet, albeit with methods whose cost-effectiveness are a universe apart. 
 
  
 
This is not to dismiss the potential objections to Budyko’s Blanket, which are legion. First of all, would it 
work? 
 
The scientific evidence says yes. It is basically a controlled mimicry of Mount Pinatubo’s eruption, whose 
cooling effects were exhaustively studied and remain unchallenged. 
 
Perhaps the stoutest scientific argument in favor of the plan came from Paul Crutzen, a Dutch atmospheric 
scientist whose environmentalist bona fides run even deeper than Caldeira’s. Crutzen won a Nobel Prize in 
1995 for his research on atmospheric ozone depletion. And yet in 2006, he wrote an essay in the journal 
Climatic Change lamenting the “grossly unsuccessful” efforts to emit fewer greenhouse gases and 
acknowledging that an injection of sulfur in the stratosphere “is the only option available to rapidly reduce 
temperature rises and counteract other climatic effects.” 
 
Crutzen’s embrace of geoengineering was considered such a heresy within the climate-science community 
that some peers tried to stop publication of his essay. How could the man reverently known as “Dr. Ozone” 
possibly endorse such a scheme? Wouldn’t the environmental damage outweigh the benefits? 
 
Actually, no. Crutzen concluded that damage to the ozone would be minimal. The sulfur dioxide would 
eventually settle out in the polar regions but in such relatively small amounts that there, too, significant 
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harm was unlikely. If a problem did arise, Crutzen wrote, the sulfur injection “could be stopped on short 
notice…which would allow the atmosphere to return to its prior state within a few years.” 
 
Another fundamental objection to geoengineering is that it intentionally alters the earth’s natural state. To 
that, Myhrvold has a simple answer: “We’ve already geoengineered the earth.” 
 
In just a few centuries, we will have burned up most of the fossil fuel that took 300 million years of 
biological accumulation to make. Compared with that, injecting a bit of sulfur into the sky seems pretty 
mild. As Lowell Wood points out, sulfur isn’t even the optimal chemical for a stratospheric shield. Other, 
less noxious-sounding materials—aluminized plastic micro beads, for instance—could make an even more 
efficient sunscreen. But sulfur is the most palatable choice “simply because we’ve got the volcano proof of 
feasibility,” Wood says, “and along with that, a proof of harmlessness.” 
 
Wood and Myhrvold do worry that Budyko’s Blanket might create an “excuse to pollute.” That is, rather 
than buying time for us to create new energy solutions, it would lure people into complacency. But blaming 
geoengineering for this, Myhrvold says, is like blaming a heart surgeon for saving the life of someone who 
fails to exercise and eats too many french fries. 
 
Perhaps the single best objection to the garden hose idea is that it is too simple and too cheap. As of this 
writing, there is no regulatory framework to prohibit anyone—a government, a private institution, even an 
individual—from putting sulfur dioxide in the atmosphere. (If there were, many of the world’s nearly eight 
thousand coal-burning electricity units would be in a lot of trouble.) Still, Myhrvold admits that “it would 
freak people out” if someone unilaterally built the thing. But of course this depends on the individual. If it 
were Al Gore, he might snag a second Nobel Peace Prize. If it were Hugo Chávez, he’d probably get a 
prompt visit from some U.S. fighter jets. 
 
One can also imagine the wars that might break out over who controls the dials on Budyko’s Blanket. A 
government that depends on high oil prices might like to crank up the sulfur to keep things extra cool; 
others, meanwhile, might be happier with longer growing seasons. 
 
Lowell Wood recounts a lecture he once gave, during which he mentioned that a stratospheric shield could 
also filter out damaging ultraviolet rays. An audience member suggested that fewer ultraviolet rays would 
lead to more people getting rickets. 
 
“My response,” Wood says, “was that your pharmacist can take care of that with vitamin D, and it’ll be 
better for your overall health as well.” 
 
All the rocket scientists, climate scientists, physicists, and engineers around the IV conference table chuckle 
at Wood’s riposte. Then someone asks if IV, with Budyko’s Blanket up its sleeve, should be working toward 
a rickets-prevention patent. Now they laugh louder. 
 
But it’s not entirely a joke. Unlike most of the patents IV owns, Budyko’s Blanket has no clear route to 
profits. “If you were an investor of mine,” Myhrvold says, “you might ask: ‘Remind me again why you’re 
working on this?’” Indeed, many of IV’s most time-consuming projects, including a variety of AIDS and 
malaria solutions, are substantially pro bono work. 
 
“This is the world’s greatest philanthropist sitting on the other side of the table,” Wood says with a chuckle 
and a nod toward Myhrvold. “Involuntarily so, but there he is.” 
 
As dismissive as Myhrvold can be toward the prevailing sentiments on global warming, he is quick to deny 
that he dismisses global warming itself. (If that were the case, he’d hardly spend so much of his company’s 
resources working on solutions.) Nor is he arguing for an immediate deployment of Budyko’s Blanket—but, 
rather, that technologies like it be researched and tested so they are ready to use if the worst climate 
predictions were to come true. 
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“It’s a bit like having fire sprinklers in a building,” he says. “On the one hand, you should make every effort 
not to have a fire. But you also need something to fall back on in case the fire occurs anyway.” Just as 
important, he says, “it gives you breathing room to move to carbon-free energy sources.” 
 
He is also eager to get geoengineering moving forward because of what he sees as “a real head of steam” 
that global-warming activists have gathered in recent years. 
 
“They are seriously proposing doing a set of things that could have enormous impact—and we think 
probably negative impact—on human life,” he says. “They want to divert a huge amount of economic value 
toward immediate and precipitous anti-carbon initiatives, without thinking things through. This will have a 
huge drag on the world economy. There are billions of poor people who will be greatly delayed, if not 
entirely precluded, from attaining a First World standard of living. In this country, we can pretty much 
afford the luxury of doing whatever we want on the energy-and-environment front, but other parts of the 
world would seriously suffer.” 
 
  
 
Certain new ideas, no matter how useful, are invariably seen as repugnant. As we mentioned earlier, a 
market for human organs—even though it might save tens of thousands of lives each year—is one such 
example. 
 
Over time, some ideas do cross the repugnance barrier to become reality. Charging interest on loans. Selling 
human sperm and eggs. Profiting from a loved one’s premature death. This last example of course describes 
how life insurance works. Today it is standard practice to wager on your own death in order to provide for 
your family. Until the mid-nineteenth century, life insurance was considered “a profanation,” as the 
sociologist Viviana Zelizer writes, “which transformed the sacred event of death into a vulgar commodity.” 
 
Budyko’s Blanket may simply be too repugnant a scheme to ever be given a chance. Intentional pollution? 
Futzing with the stratosphere? Putting the planet’s weather in the hands of a few arrogant souls from 
Seattle? It is one thing for climate heavyweights like Paul Crutzen and Ken Caldeira to endorse such a 
solution. But they are mere scientists. The real heavyweights in this fight are people like Al Gore. 
 
And what does he think of geoengineering? 
 
“In a word,” Gore says, “I think it’s nuts.” 
 
If the garden-hose-to-the-sky idea doesn’t fly, IV has another proposal that relies on the same science but is 
perhaps slightly less repugnant. As it turns out, the amount of stratospheric sulfur necessary to cool the 
planet is equal to the amount that just a handful of coal-burning power plants already belch out. This 
second plan calls for simply extending the smokestacks at a few strategically located plants. So instead of 
spewing their sulfur-laden smoke several hundred feet into the air, these smokestacks would release it 
some eighteen miles high, into the stratosphere, where it would have the same net cooling effect as the 
garden-hose scheme. 
 
This plan is appealing because it simply repurposes existing pollution without adding any more. Although an 
eighteen-mile-high smokestack might sound like a hard thing to build, IV has figured out how—essentially 
by attaching a long, skinny hot-air balloon to an existing power-plant smokestack, creating a channel that 
lets the hot sulfur gases rise by their own buoyancy into the stratosphere. This project is dubbed, naturally, 
“chimney to the sky.” 
 
And if even that plan is too repugnant, IV has something entirely different, a plan that is practically 
heavenly: a sky full of puffy white clouds. 
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This is the brainchild of John Latham, a British climate scientist who recently joined the IV stable of 
inventors. Latham is a gentle, soft-spoken man in his late sixties who is also a rather serious poet. So it 
caught his ear when, long ago, he stood on a mountaintop in North Wales with his eight-year-old son Mike, 
gazing down at a sunset, and the boy, pointing out how shiny the clouds were, called them “soggy mirrors.” 
 
Precisely! 
 
“On balance, the role of clouds is to produce a cooling,” says Latham. “If clouds didn’t exist in the 
atmosphere, the earth would be a lot hotter than it is now.” 
 
Even man-made clouds—the contrails from a jet plane, for instance—have a cooling effect. After the 
September 11 terrorist attacks, all commercial flights in the United States were grounded for three days. 
Using data from more than four thousand weather stations across the country, scientists found that the 
sudden absence of contrails accounted for a subsequent rise in ground temperature of nearly 2 degrees 
Fahrenheit, or 1.1 degrees Celsius. 
 
There are at least three essential ingredients for the formation of clouds: ascending air, water vapor, and 
solid particles known as cloud condensation nuclei. When planes fly, particles in the exhaust plume serve as 
the nuclei. Over landmasses, dust particles do the job. But there are far fewer cloud-friendly nuclei over the 
world’s oceans, Latham explains, so the clouds contain fewer droplets and are therefore less reflective. As a 
result, more sunlight reaches the earth’s surface. The ocean, because it is dark, is particularly good at 
absorbing the sun’s heat. 
 
By Latham’s calculations, an increase of just 10 or 12 percent of the reflectivity of oceanic clouds would cool 
the earth enough to counteract even a doubling of current greenhouse gas levels. His solution: use the 
ocean itself to make more clouds. 
 
As it happens, the salt-rich spray from seawater creates excellent nuclei for cloud formation. All you have to 
do is get the spray into the air several yards above the ocean’s surface. From there, it naturally lofts upward 
to the altitude where clouds form. 
 
IV has considered a variety of ways to make this happen. At the moment, the favorite idea is a fleet of wind-
powered fiberglass boats, designed by Stephen Salter, with underwater turbines that produce enough 
thrust to kick up a steady stream of spray. Because there is no engine, there is no pollution. The only 
ingredients—seawater and air—are of course free. The volume of spray (and, therefore, of cloud 
reflectivity) would be easily adjustable. Nor would the clouds reach land, where sunshine is so important to 
agriculture. The estimated price tag: less than $50 million for the first prototypes and then a few billion 
dollars for a fleet of vessels large enough to offset projected warming at least until 2050. In the annals of 
cheap and simple solutions to vexing problems, it is hard to think of a more elegant example than John 
Latham’s soggy mirrors—geoengineering that the greenest green could love. 
 
That said, Myhrvold fears that even IV’s gentlest proposals will find little favor within certain 
environmentalist circles. To him, this doesn’t compute. 
 
“If you believe that the scary stories could be true, or even possible, then you should also admit that relying 
only on reducing carbon-dioxide emissions is not a very good answer,” he says. In other words: it’s illogical 
to believe in a carbon-induced warming apocalypse and believe that such an apocalypse can be averted 
simply by curtailing new carbon emissions. “The scary scenarios could occur even if we make herculean 
efforts to reduce our emissions, in which case the only real answer is geoengineering.” 
 
Al Gore, meanwhile, counters with his own logic. “If we don’t know enough to stop putting 70 million tons 
of global-warming pollution into the atmosphere every day,” he says, “how in God’s name can we know 
enough to precisely counteract that?” 
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But if you think like a cold-blooded economist instead of a warmhearted humanist, Gore’s reasoning 
doesn’t track. It’s not that we don’t know how to stop polluting the atmosphere. We don’t want to stop, or 
aren’t willing to pay the price. 
 
Most pollution, remember, is a negative externality of our consumption. As hard as engineering or physics 
may be, getting human beings to change their behavior is probably harder. At present, the rewards for 
limiting consumption are weak, as are the penalties for overconsuming. Gore and other environmentalists 
are pleading for humankind to consume less and therefore pollute less, and that is a noble invitation. But as 
incentives go, it’s not a very strong one. 
 
And collective behavior change, as beguiling as that may sound, can be maddeningly elusive. Just ask Ignatz 
Semmelweis. 
 
  
 
Back in 1847, when he solved the mystery of puerperal fever, Semmelweis was hailed as a hero—wasn’t 
he? 
 
Quite the opposite. Yes, the death rate in Vienna General’s maternity ward plummeted when he ordered 
doctors to wash their hands after performing autopsies. Elsewhere, however, doctors ignored 
Semmelweis’s findings. They even ridiculed him. Surely, they reasoned, such a ravaging illness could not be 
prevented simply by washing one’s hands! Moreover, doctors of that era—not the humblest lot—couldn’t 
accept the idea that they were the root of the trouble. 
 
Semmelweis grew frustrated, and in time his frustration curdled into vitriol. He cast himself as a scorned 
messiah, labeling every critic of his theory a murderer of women and babies. His arguments were often 
nonsensical; his personal behavior became odd, marked by lewdness and sexual impropriety. In retrospect, 
it’s safe to say that Ignatz Semmelweis was going mad. At the age of forty-seven, he was tricked into 
entering a sanitarium. He tried to escape, was forcibly restrained, and died within two weeks, his reputation 
shattered. 
 
But that doesn’t mean he wasn’t right. Semmelweis was posthumously vindicated by Louis Pasteur’s 
research in germ theory, after which it became standard practice for doctors to scrupulously clean their 
hands before treating patients. 
 
So do contemporary doctors follow Semmelweis’s orders? 
 
A raft of recent studies have shown that hospital personnel wash or disinfect their hands in fewer than half 
the instances they should. And doctors are the worst offenders, more lax than either nurses or aides. 
 
This failure seems puzzling. In the modern world, we tend to believe that dangerous behaviors are best 
solved by education. That is the thinking behind nearly every public-awareness campaign ever undertaken, 
from global warming to AIDS prevention to drunk driving. And doctors are the most educated people in the 
hospital. 
 
In a 1999 report called “To Err Is Human,” the Institute of Medicine estimated that between 44,000 and 
98,000 Americans die each year because of preventable hospital errors—more than deaths from motor-
vehicle crashes or breast cancer—and that one of the leading errors is wound infection. The best medicine 
for stopping infections? Getting doctors to wash their hands more frequently. 
 
In the wake of this report, hospitals all over the country hustled to fix the problem. Even a world-class 
hospital like Cedars-Sinai Medical Center in Los Angeles found it needed improvement, with a hand-hygiene 
rate of just 65 percent. Its senior administrators formed a committee to identify the reasons for this failure. 
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For one, they acknowledged, doctors are incredibly busy, and time spent washing hands is time not spent 
treating patients. Craig Feied, our emergency-room revolutionary from Washington, estimates that he often 
interacted with more than one hundred patients per shift. “If I ran to wash my hands every time I touched a 
patient, following the protocol, I’d spend nearly half my time just standing over a sink.” 
 
Sinks, furthermore, aren’t always as accessible as they should be and, in patient rooms especially, they are 
sometimes barricaded by equipment or furniture. Cedars-Sinai, like a lot of other hospitals, had wall-
mounted Purell dispensers for handy disinfection, but these too were often ignored. 
 
Doctors’ hand-washing failures also seem to have psychological components. The first might be 
(generously) called a perception deficit. During a five-month study in the intensive-care unit of an Australian 
children’s hospital, doctors were asked to track their own hand-washing frequency. Their self-reported 
rate? Seventy-three percent. Not perfect, but not so terrible either. 
 
Unbeknownst to these doctors, however, their nurses were spying on them, and recorded the docs’ actual 
hand-hygiene rate: a paltry 9 percent. 
 
Paul Silka, an emergency-room doctor at Cedars-Sinai who also served as the hospital’s chief of staff, points 
to a second psychological factor: arrogance. “The ego can kick in after you’ve been in practice a while,” he 
explains. “You say: ‘Hey, I couldn’t be carrying the bad bugs. It’s the other hospital personnel.’” 
 
Silka and the other administrators at Cedars-Sinai set out to change their colleagues’ behavior. They tried all 
sorts of incentives: gentle cajoling via posters and e-mail messages; greeting doctors every morning with a 
bottle of Purell; establishing a Hand Hygiene Safety Posse that roamed the wards, giving a $10 Starbucks 
card to doctors who were seen properly washing their hands. You might think the highest earners in a 
hospital would be immune to a $10 incentive. “But none of them turned down the card,” Silka says. 
 
After several weeks, the hand-hygiene rate at Cedars-Sinai had increased but not nearly enough. This news 
was delivered by Rekha Murthy, the hospital’s epidemiologist, during a lunch meeting of the Chief of Staff 
Advisory Committee. There were roughly twenty members, most of them top doctors in the hospital. They 
were openly discouraged by the report. When lunch was over, Murthy handed each of them an agar plate—
a sterile petri dish loaded with a spongy layer of agar. “I would love to culture your hand,” she told them. 
 
They pressed their palms into the plates, which Murthy sent to the lab. The resulting images, Silka recalls, 
“were disgusting and striking, with gobs of colonies of bacteria.” 
 
Here were the most important people in the hospital, telling everyone else how to change their behavior, 
and yet even their own hands weren’t clean! (And, most disturbingly, this took place at a lunch meeting.) 
 
It may have been tempting to sweep this information under the rug. Instead, the administration decided to 
harness the disgusting power of the bacteria-laden handprints by installing one of them as the screen saver 
on computers throughout the hospital. For doctors—lifesavers by training, and by oath—this grisly warning 
proved more powerful than any other incentive. Hand-hygiene compliance at Cedars-Sinai promptly shot up 
to nearly 100 percent. 
 
As word got around, other hospitals began copying the screen-saver solution. And why not? It was cheap, 
simple, and effective. 
 
A happy ending, right? 
 
Yes, but…think about it for a moment. Why did it take so much effort to persuade doctors to do what they 
have known to do since the age of Semmelweis? Why was it so hard to change their behavior when the 
price of compliance (a simple hand-wash) is so low and the potential cost of failure (the loss of a human life) 
so high? 
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Once again, as with pollution, the answer has to do with externalities. 
 
When a doctor fails to wash his hands, his own life isn’t the one that is primarily endangered. It is the next 
patient he treats, the one with the open wound or the compromised immune system. The dangerous 
bacteria that patient receives are a negative externality of the doctor’s actions—just as pollution is a 
negative externality of anyone who drives a car, jacks up the air conditioner, or sends coal exhaust up a 
smokestack. The polluter has insufficient incentive to not pollute, and the doctor has insufficient incentive 
to wash his hands. 
 
This is what makes the science of behavior change so difficult. 
 
So instead of collectively wringing our filthy hands about behavior that is so hard to change, what if we can 
come up with engineering or design or incentive solutions that supersede the need for such change? 
 
That’s what Intellectual Ventures has in mind for global warming, and that is what public-health officials 
have finally embraced to cut down on hospital-acquired infections. Among the best solutions: using 
disposable blood-pressure cuffs on incoming patients; infusing hospital equipment with silver ion particles 
to create an antimicrobial shield; and forbidding doctors to wear neckties because, as the U.K. Department 
of Health has noted, they “are rarely laundered,” “perform no beneficial function in patient care,” and 
“have been shown to be colonized by pathogens.” 
 
That’s why Craig Feied has worn bow ties for years. He has also helped develop a virtual-reality interface 
that allows a gowned and gloved-up surgeon to scroll through X-rays on a computer without actually 
touching it—because computer keyboards and mice tend to collect pathogens at least as effectively as a 
doctor’s necktie. And the next time you find yourself in a hospital room, don’t pick up the TV remote control 
until you’ve disinfected the daylights out of it. 
 
  
 
Perhaps it’s not so surprising that it’s hard to change people’s behavior when someone else stands to reap 
most of the benefit. But surely we are capable of behavior change when our own welfare is at stake, yes? 
 
Sadly, no. If we were, every diet would always work (and there would be no need for diets in the first place). 
If we were, most smokers would be ex-smokers. If we were, no one who ever took a sex-ed class would be 
party to an unwanted pregnancy. But knowing and doing are two different things, especially when pleasure 
is involved. 
 
Consider the high rate of HIV and AIDS in Africa. For years, public-health officials from around the world 
have been fighting this problem. They have preached all sorts of behavior change—using condoms, limiting 
the number of sexual partners, and so on. Recently, however, a French researcher named Bertran Auvert 
ran a medical trial in South Africa and came upon findings so encouraging that the trial was halted so the 
new preventive measure could be applied at once. 
 
What was this magical treatment? 
 
Circumcision. For reasons Auvert and other scientists do not fully understand, circumcision was found to 
reduce the risk of HIV transmission by as much as 60 percent in heterosexual men. Subsequent studies in 
Kenya and Uganda corroborated Auvert’s results. 
 
All over Africa, foreskins began to fall. “People are used to policies that target behaviors,” said one South 
African health official, “but circumcision is a surgical intervention—it’s cold, hard steel.” 
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The decision to undergo an adult circumcision is obviously a deeply personal one. We would hardly 
presume to counsel anyone in either direction. But for those who do choose circumcision, a simple word of 
advice: before the doctor gets anywhere near you, please make sure he washes his hands. 
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EPILOGUE 
MONKEYS ARE PEOPLE TOO 
 
The branch of economics concerned with issues like inflation, recessions, and financial shocks is known as 
macroeconomics. When the economy is going well, macroeconomists are lauded as heroes; when it turns 
sour, as it did recently, they catch a lot of the blame. In either case, the headlines go to the 
macroeconomists. 
 
We hope that after reading this book, you’ll realize there is a whole different breed of economist out 
there—microeconomists—lurking in the shadows. They seek to understand the choices that individuals 
make, not just in terms of what they buy but also how often they wash their hands and whether they 
become terrorists. 
 
Some of these microeconomists do not even limit their research to the human race. 
 
Keith Chen, the son of Chinese immigrants, is a hyper-verbal, sharp-dressing thirty-three-year-old with spiky 
hair. After an itinerant upbringing in the rural Midwest, Chen attended Stanford, where after a brief 
infatuation with Marxism, he made an about-face and took up economics. Now he is an associate professor 
of economics at Yale. 
 
His research agenda was inspired by something written long ago by Adam Smith, the founder of classical 
economics: “Nobody ever saw a dog make a fair and deliberate exchange of one bone for another with 
another dog. Nobody ever saw one animal by its gestures and natural cries signify to another, this is mine, 
that yours; I am willing to give this for that.” 
 
In other words, Smith was certain that humankind alone had a knack for monetary exchange. 
 
But was he right? 
 
In economics, as in life, you’ll never find the answer to a question unless you’re willing to ask it, as silly as it 
may seem. Chen’s question was simply this: What would happen if I could teach a bunch of monkeys to use 
money? 
 
Chen’s monkey of choice was the capuchin, a cute, brown New World monkey about the size of a one-year-
old child, or at least a scrawny one-year-old who has a very long tail. “The capuchin has a small brain,” Chen 
says, “and it’s pretty much focused on food and sex.” (This, we would argue, doesn’t make the capuchin so 
different from many people we know, but that’s another story.) “You should really think of a capuchin as a 
bottomless stomach of want. You can feed them marshmallows all day, they’ll throw up, and then come 
back for more.” 
 
To an economist, this makes the capuchin an excellent research subject. 
 
Chen, along with Venkat Lakshminarayanan, went to work with seven capuchins at a lab set up by the 
psychologist Laurie Santos at Yale–New Haven Hospital. In the tradition of monkey labs everywhere, the 
capuchins were given names—in this case, derived from characters in James Bond films. There were four 
females and three males. The alpha male was named Felix, after the CIA agent Felix Leiter. He was Chen’s 
favorite. 
 
The monkeys lived together in a large, open cage. Down at one end was a much smaller cage, the testing 
chamber, where one monkey at a time could enter to take part in experiments. For currency, Chen settled 
on a one-inch silver disc with a hole in the middle—“kind of like Chinese money,” he says. 
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The first step was to teach the monkeys that the coins had value. This took some effort. If you give a 
capuchin a coin, he will sniff it and, after determining he can’t eat it (or have sex with it), he’ll toss it aside. If 
you repeat this several times, he may start tossing the coins at you, and hard. 
 
So Chen and his colleagues gave the monkey a coin and then showed a treat. Whenever the monkey gave 
the coin back to the researcher, it got the treat. It took many months, but the monkeys eventually learned 
that the coins could buy the treats. 
 
It turned out that individual monkeys had strong preferences for different treats. A capuchin would be 
presented with twelve coins on a tray—his budget constraint—and then be offered, say, Jell-O cubes by one 
researcher and apple slices by another. The monkey would hand his coins to whichever researcher held the 
food he preferred, and the researcher would fork over the goodies. 
 
Chen now introduced price shocks and income shocks to the monkeys’ economy. Let’s say Felix’s favorite 
food was Jell-O, and he was accustomed to getting three cubes of it for one coin. How would he respond if 
one coin suddenly bought just two cubes? 
 
To Chen’s surprise, Felix and the others responded rationally. When the price of a given food rose, the 
monkeys bought less of it, and when the price fell, they bought more. The most basic law of economics—
that the demand curve slopes downward—held for monkeys as well as humans. 
 
Now that he had witnessed their rational behavior, Chen wanted to test the capuchins for irrational 
behavior. He set up two gambling games. In the first, a capuchin was shown one grape and, dependent on a 
coin flip, either got only that grape or won a bonus grape as well. In the second game, the capuchin started 
out seeing two grapes, but if the coin flip went against him, the researchers took away one grape and the 
monkey got only one. 
 
In both cases, the monkey got the same number of grapes on average. But the first gamble was framed as a 
potential gain while the second was framed as a potential loss. 
 
How did the capuchins react? 
 
Given that the monkeys aren’t very smart in the first place, you might assume that any gambling strategy 
was well beyond their capabilities. In that case, you’d expect them to prefer it when a researcher initially 
offered them two grapes instead of one. But precisely the opposite happened! Once the monkeys figured 
out that the two-grape researcher sometimes withheld the second grape and that the one-grape researcher 
sometimes added a bonus grape, the monkeys strongly preferred the one-grape researcher. A rational 
monkey wouldn’t have cared, but these irrational monkeys suffered from what psychologists call “loss 
aversion.” They behaved as if the pain from losing a grape was greater than the pleasure from gaining one. 
 
Up to now, the monkeys appeared to be as rational as humans in their use of money. But surely this last 
experiment showed the vast gulf that lay between monkey and man. 
 
Or did it? 
 
The fact is that similar experiments with human beings—day traders, for instance—had found that people 
make the same kind of irrational decisions at a nearly identical rate. The data generated by the capuchin 
monkeys, Chen says, “make them statistically indistinguishable from most stock-market investors.” 
 
So the parallels between human beings and these tiny-brained, food-and-sex monkeys remained intact. And 
then, as if Chen needed any further evidence of these parallels, the strangest thing happened in the lab. 
 
Felix scurried into the testing chamber, just as he’d done countless times before, but on this day, for 
reasons Chen could never understand, Felix did not gather up the twelve coins on the tray and use them to 
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buy food. Instead, he flung the entire tray’s worth of coins back into the communal cage and, fleeing the 
testing chamber, dashed in after them—a bank heist followed by a jailbreak. 
 
There was chaos in the big cage, with twelve coins on the floor and seven monkeys going after them. When 
Chen and the other researchers went inside to get the coins, the monkeys wouldn’t give them up. After all, 
they had learned that the coins had value. So the humans resorted to bribing the capuchins with treats. This 
taught the monkeys another valuable lesson: crime pays. 
 
Then, out of the corner of his eye, Chen saw something remarkable. One monkey, rather than handing his 
coin over to the humans for a grape or a slice of apple, instead approached a second monkey and gave it to 
her. Chen had done earlier research in which monkeys were found to be altruistic. Had he just witnessed an 
unprompted act of monkey altruism? 
 
After a few seconds of grooming—bam!—the two capuchins were having sex. 
 
What Chen had seen wasn’t altruism at all, but rather the first instance of monkey prostitution in the 
recorded history of science. 
 
And then, just to prove how thoroughly the monkeys had assimilated the concept of money, as soon as the 
sex was over—it lasted about eight seconds; they’re monkeys, after all—the capuchin who’d received the 
coin promptly brought it over to Chen to purchase some grapes. 
 
This episode sent Chen’s mind spinning. Until now, the researchers had run narrowly defined money 
experiments with one monkey at a time. What if Chen could introduce money directly into the monkeys’ 
lives? The research possibilities were endless. 
 
Alas, Chen’s dream of capuchin capitalism never came to pass. The authorities who oversaw the monkey lab 
feared that introducing money to the capuchins would irreparably damage their social structure. 
 
They were probably right. 
 
If the capuchins were so quick to turn to prostitution as soon as they got hold of some money, just imagine 
how quickly the world would be overrun with monkey murderers and monkey terrorists, with monkey 
polluters who contribute to global warming and monkey doctors who fail to wash their hands. Future 
generations of monkeys, of course, would come along and solve these problems. But there would always be 
something to fix—like the monkeys’ pigheaded insistence that all their children ride in car seats… 
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NOTES 
 
INTRODUCTION: PUTTING THE FREAK IN ECONOMICS 
 
THE PERILS OF WALKING DRUNK: The brilliant economist Kevin Murphy called our attention to the relative 
risk of walking drunk. For background on the dangers of drunk driving, see Steven D. Levitt and Jack Porter, 
“How Dangerous Are Drinking Drivers?” Journal of Political Economy 109, no. 6 (2001). / 2 One of the 
benefits of a cumbersome federal bureaucracy is that it hires tens of thousands of employees to staff 
hundreds of agencies that collect and organize endless reams of statistical data. The National Highway 
Traffic Safety Administration (NHTSA) is one such agency, and it supplies definitive and valuable data on 
traffic safety. Regarding the proportion of miles driven drunk, see “Impaired Driving in the United States,” 
NHTSA, 2006. / 2 For drunk pedestrian deaths, see “Pedestrian Roadway Fatalities,” NHTSA, DOT HS 809 
456, April 2003. / 2 For drunk driving deaths, see “Traffic Safety Facts 2006,” NHTSA, DOT HS 810 801, 
March 2008. / 2 “They lie down to rest on country roads”: see William E. Schmidt, “A Rural Phenomenon: 
Lying-in-the-Road Deaths,” The New York Times, June 30, 1986. / 3 The number of Americans of driving age: 
here and elsewhere in this book, population statistics and characteristics are generally drawn from U.S. 
Census Bureau data. / 3 “Friends Don’t Let Friends…”: By total happenstance, we recently met one of the 
creators of the original slogan “Friends Don’t Let Friends Drive Drunk.” Her name is Susan Wershba Zerin. In 
the early 1980s, she worked at the Leber Katz Partners ad agency in New York and was the account 
manager on a pro bono anti-drunk-driving campaign for the U.S. Department of Transportation. “Elizabeth 
Dole, the secretary of transportation, was our key contact,” she recalls. The phrase “Friends Don’t Let 
Friends Drive Drunk” was written as the campaign’s internal strategic statement, but it proved so 
memorable in-house that it was adopted as the campaign’s tagline. 
 
  
 
THE UNLIKELY SAVIOR OF INDIAN WOMEN: This section draws substantially from Robert Jensen and Emily 
Oster, “The Power of TV: Cable Television and Women’s Status in India,” Quarterly Journal of Economics, 
forthcoming. For more on living standards in India, see the United Nations Human Development Report for 
India; “National Family Health Survey (NFHS-3), 2005–06, India,” The International Institute for Population 
Sciences and Macro Intl.; and “India Corruption Study 2005,” Center for Media Studies, Transparency 
International, India. / 4 On the unwantedness of girls in India and the use of ultrasounds to identify them for 
abortion, see NFHS-3 report; and Peter Wonacott, “India’s Skewed Sex Ratio Puts GE Sales in Spotlight,” The 
Wall Street Journal, April 19, 2007; and Neil Samson Katz and Marisa Sherry, “India: The Missing Girls,” 
Frontline, April 26, 2007. / 4 For more on the persistence of dowry in India, see Siwan Anderson, “Why 
Dowry Payments Declined with Modernization in Europe but Are Rising in India,” Journal of Political 
Economy 111, no. 2 (April 2003); Sharda Srinivasan and Arjun S. Bedi, “Domestic Violence and Dowry: 
Evidence from a South Indian Village,” World Development 35, no. 5 (2007); and Amelia Gentleman, “Indian 
Brides Pay a High Price,” The International Herald Tribune, October 22, 2006. / 4 The Smile Train story 
comes from author interviews with Brian Mullaney of Smile Train; see also Stephen J. Dubner and Steven D. 
Levitt, “Bottom-Line Philanthropy,” The New York Times Magazine, March 9, 2008. / 4 For more on the 
“missing women” of India, see Amartya Sen, “More Than 100 Million Women Are Missing,” The New York 
Review of Books, December 20, 1990; Stephan Klasen and Claudia Wink, published in K. Basu and R. Kanbur 
(eds.), Social Welfare, Moral Philosophy and Development: Essays in Honour of Amartya Sen’s Seventy-Fifth 
Birthday (Oxford University Press, 2008); and Swami Agnivesh, Rama Mani, and Angelika Koster-Lossack, 
“Missing: 50 Million Indian Girls,” The New York Times, November 25, 2005. See also Stephen J. Dubner and 
Steven D. Levitt, “The Search for 100 Million Missing Women,” Slate, May 24, 2005, which reported on 
Emily Oster’s finding of a connection between missing women and hepatitis B; but see also Steven D. Levitt, 
“An Academic Does the Right Thing,” Freakonomics blog, The New York Times, May 22, 2008, in which the 
hepatitis conclusion was found to be faulty. / 5 Son worship in China: see Therese Hesketh and Zhu Wei 
Xing, “Abnormal Sex Ratios in Human Populations: Causes and Consequences,” Proceedings of the National 
Academy of Sciences, September 5, 2006; and Sharon LaFraniere, “Chinese Bias for Baby Boys Creates a Gap 
of 32 Million,” The New York Times, April 10, 2009. / 5 Information about bride burning, wife beating, and 
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other domestic atrocities can be found in Virendra Kumar, Sarita Kanth, “Bride Burning,” The Lancet 364, 
supp. 1 (December 18, 2004); B. R. Sharma, “Social Etiology of Violence Against Women in India,” Social 
Science Journal 42, no. 3 (2005); “India HIV and AIDS Statistics,” AVERT, available at 
www.avert.org/indiaaids.htm; and Kounteya Sinha, “Many Women Justify Wife Beating,” The Times of 
India, October 12, 2007. / 5 “The condom is not optimized for India”: see Rohit Sharma, “Project Launched 
in India to Measure Size of Men’s Penises,” British Medical Journal, October 13, 2001; Damian 
Grammaticus, “Condoms ‘Too Big’ for Indian Men,” BBC News, December 8, 2006; and Madhavi 
Rajadhyaksha, “Indian Men Don’t Measure Up,” The Times of India, December 8, 2006. / 5 Apni Beti, Apna 
Dhan is described in Fahmida Jabeen and Ravi Karkara, “Government Support to Parenting in Bangladesh 
and India,” Save the Children, December 2005. 
 
  
 
DROWNING IN HORSE MANURE: See Joel Tarr and Clay McShane, “The Centrality of the Horse to the 
Nineteenth-Century American City,” in The Making of Urban America, ed. Raymond Mohl (Rowman & 
Littlefield, 1997); Eric Morris, “From Horse Power to Horsepower,” Access, no. 30, Spring 2007; Ann Norton 
Greene, Horses at Work: Harnessing Power in Industrial America (Harvard University Press, 2008). Also 
based on author interviews with Morris, McShane, and David Rosner, Ronald H. Lauterstein Professor of 
Sociomedical Sciences at Columbia University. / 11 Climate change will “destroy planet Earth as we know 
it”: see Martin Weitzman, “On Modeling and Interpreting the Economics of Catastrophic Climate Change,” 
The Review of Economics and Statistics 91, no. 1 (February 2009). / 12 The case of the stolen horse manure 
is recounted in two Boston Globe articles by Kay Lazar: “It’s Not a Dung Deal,” June 26, 2005; and 
“Economics Professor Set to Pay for Manure,” August 2, 2005. 
 
  
 
WHAT IS “FREAKONOMICS,” ANYWAY? Gary Becker, the original freakonomist, has written many books, 
papers, and articles that should be widely read, including The Economic Approach to Human Behavior, A 
Treatise on the Human Family, and Human Capital. See also his Nobel Prize acceptance speech, “The 
Economic Way of Looking at Life,” Nobel Lecture, University of Chicago, December 9, 1992; and The Nobel 
Prizes/Les Prix Nobel 1992: Nobel Prizes, Presentations, Biographies, and Lectures, ed. Tore Frängsmyr (The 
Nobel Foundation, 1993). / 13 “Our job in this book is to come up with such questions”: as the renowned 
statistician John Tukey once reportedly said, “An approximate answer to the right question is worth a great 
deal more than a precise answer to the wrong question.” / 13 One breast, one testicle: for this thought, a 
hat tip to the futurist Watts Wacker. 
 
  
 
SHARK-ATTACK HYSTERIA: The Time magazine cover package appeared on July 30, 2001, and included 
Timothy Roche, “Saving Jessie Arbogast.” / 15 The definitive source for shark attack statistics is the 
International Shark Attack File, compiled by the Florida Museum of Natural History at the University of 
Florida. / 15 Elephant deaths: see People and Wildlife, Conflict or Co-existence, ed. Rosie Woodroffe, Simon 
Thirgood, and Alan Rabinowitz (Cambridge University Press, 2005). For more on elephants attacking 
humans, see Charles Siebert, “An Elephant Crackup?” The New York Times Magazine, October 8, 2006. 
 
CHAPTER 1: HOW IS A STREET PROSTITUTE LIKE A DEPARTMENT-STORE SANTA? 
 
MEET LASHEENA: She is one of the many street prostitutes who participated in Sudhir Venkatesh’s 
fieldwork, summarized in much further detail later in the chapter and contained in Steven D. Levitt and 
Sudhir Alladi Venkatesh, “An Empirical Analysis of Street-Level Prostitution,” working paper. 
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HARD TO BE A WOMAN: For historic life expectancy, see Vern Bullough and Cameron Campbell, “Female 
Longevity and Diet in the Middle Ages,” Speculum 55, no. 2 (April 1980). / 20 Executed as witches: see Emily 
Oster, “Witchcraft, Weather and Economic Growth in Renaissance Europe,” Journal of Economic 
Perspectives 18, no. 1 (Winter 2004). / 20 Breast ironing: see Randy Joe Sa’ah, “Cameroon Girls Battle 
‘Breast Ironing,’” BBC News, June 23, 2006; as many as 26 percent of Cameroonian girls undergo the 
procedure, often by their mothers, upon reaching puberty. / 20 The plight of Chinese women: see the U.S. 
State Department’s “2007 Country Reports on Human Rights Practices” for long-term consequences of foot 
binding, see Steven Cummings, Xu Ling, and Katie Stone, “Consequences of Foot Binding Among Older 
Women in Beijing, China,” American Journal of Public Health 87, no. 10 (1997). 
 
  
 
DRAMATIC IMPROVEMENT IN WOMEN’S LIVES: The advancement of women in higher education is derived 
from two reports by the U.S. Department of Education’s National Center for Education Statistics: 120 Years 
of American Education: A Statistical Portrait (1993); and Postsecondary Institutions in the United States: Fall 
2007, Degrees and Other Awards Conferred: 2006–07, and 12-Month Enrollment: 2006–07 (2008). / 21 
Even Ivy League women trail men in salaries: see Claudia Goldin and Lawrence F. Katz, “Transitions: Career 
and Family Lifecycles of the Educational Elite,” AEA Papers and Proceedings, May 2008. / 21 Wage penalty 
for overweight women: see Dalton Conley and Rebecca Glauber, “Gender, Body Mass and Economic 
Status,” National Bureau of Economics Research working paper, May 2005. / 21 Women with bad teeth: see 
Sherry Glied and Matthew Neidell, “The Economic Value of Teeth,” NBER working paper, March 2008. / 21 
The price of menstruation: see Andrea Ichino and Enrico Moretti, “Biological Gender Differences, 
Absenteeism and the Earnings Gap,” American Economic Journal: Applied Economics 1, no. 1 (2009). / 22 
Title IX creates jobs for women; men take them: see Betsey Stevenson, “Beyond the Classroom: Using Title 
IX to Measure the Return to High School Sports,” The Wharton School, University of Pennsylvania, June 
2008; Linda Jean Carpenter and R. Vivian Acosta, “Women in Intercollegiate Sport: A Longitudinal, National 
Study Twenty-Seven-Year Update, 1977–2004” and Christina A. Cruz, Gender Games: Why Women Coaches 
Are Losing the Field (VDM Verlag, 2009). For the WNBA disparity, see Mike Terry, “Men Dominate WNBA 
Coaching Ranks,” The Los Angeles Times, August 2, 2006. 
 
  
 
PREWAR PROSTITUTION: The section was drawn from a variety of archival sources and books, including: The 
Social Evil in Chicago (aka the Chicago Vice Commission report), American Vigilance Association, 1911; 
George Jackson Kneeland and Katharine Bement Davis, Commercialized Prostitution in New York City (The 
Century Co., 1913); Howard Brown Woolston, Prostitution in the United States, vol. 1, Prior to the Entrance 
of the United States into the World War (The Century Co., 1921); and The Lost Sisterhood: Prostitution in 
America, 1900–1918 (The Johns Hopkins University Press, 1983). For more information on the Everleigh 
Club, see Karen Abbott’s fascinating book Sin in the Second City (Random House, 2007). 
 
  
 
DRUG DEALERS, NOT BUYERS, DO THE TIME: See Ilyana Kuziemko and Steven D. Levitt, “An Empirical 
Analysis of Imprisoning Drug Offenders,” Journal of Public Economics 88 (2004); also, the U.S. Sentencing 
Commission’s 2008 Sourcebook of Federal Sentencing Statistics. 
 
  
 
THE STREET PROSTITUTES OF CHICAGO: This section is largely drawn from Steven D. Levitt and Sudhir Alladi 
Venkatesh, “An Empirical Analysis of Street-Level Prostitution,” working paper. 
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LYING TO THE OPORTUNIDADES CLERK: See César Martinelli and Susan Parker, “Deception and Misreporting 
in a Social Program,” Journal of European Economics Association 7, no. 4 (2009). This paper was brought to 
our attention by the journalist Tina Rosenberg. 
 
  
 
LOSING VIRGINITY TO A PROSTITUTE, THEN AND NOW: See Charles Winick and Paul M. Kinsie, The Lively 
Commerce: Prostitution in the United States (Quadrangle Books, 1971), citing a paper by P. H. Gebhard 
presented to the December 1967 meeting of the American Association for the Advancement of Science; and 
Edward O. Laumann, John H. Gagnon, Robert T. Michael, and Stuart Michaels, The Social Organization of 
Sexuality: Sexual Practices in the United States (The University of Chicago Press, 1994). 
 
  
 
WHY DID ORAL SEX GET SO CHEAP? See Bonnie L. Halpern-Felsher, Jodi L. Cornell, Rhonda Y. Kropp, and 
Jeanne M. Tschann, “Oral Versus Vaginal Sex Among Adolescents: Perceptions, Attitudes, and Behavior,” 
Pediatrics 115 (2005); Stephen J. Dubner and Steven D. Levitt, “The Economy of Desire,” The New York 
Times Magazine, December 11, 2005; Tim Harford, “A Cock-and-Bull Story: Explaining the Huge Rise in Teen 
Oral Sex,” Slate, September 2, 2006. / 33 “Ease of exit” is a phrase used by Dr. Michael Rekart of the 
University of British Columbia in an author interview; see also Michael Rekart, “Sex-Work Harm Reduction,” 
Lancet 366 (2005). 
 
  
 
PRICE DISCRIMINATION: For more information on Dr. Leonard’s hair and pet trimmers, see Daniel 
Hamermesh, “To Discriminate You Need to Separate,” Freakonomics blog, The New York Times, May 8, 
2008. 
 
  
 
HIGH AIDS RATE AMONG MALE PROSTITUTES’ CUSTOMERS: See K. W. Elifson, J. Boles, W. W. Darrow, and 
C. E. Sterk, “HIV Serop-revalence and Risk Factors Among Clients of Female and Male Prostitutes,” Journal 
of Acquired Immune Deficiency Syndromes and Human Retrovirology 20, no. 2 (1999). 
 
  
 
PIMPACT > RIMPACT: See Igal Hendel, Aviv Nevo, and Francois Ortalo-Magne, “The Relative Performance of 
Real Estate Marketing Platforms: MLS Versus FSBOMadison.com,” American Economic Review, 
forthcoming; and Steven D. Levitt and Chad Syverson, “Antitrust Implications of Outcomes When Home 
Sellers Use Flat-Fee Real Estate Agents,” Brookings-Wharton Papers on Urban Affairs, 2008. 
 
  
 
FEMINISM AND TEACHING: The occupations of women in 1910 are taken from the 1910 U.S. Census. / 43 
Percentage of women as teachers: see Claudia Goldin, Lawrence F. Katz, and Ilyana Kuziemko, “The 
Homecoming of American College Women: The Reversal of the College Gender Gap,” Journal of Economic 
Perspectives 20, no. 4 (Fall 2006). Thanks to Kuziemko for additional calculations. / 43 Work opportunities 
multiplying: see Raymond F. Gregory, Women and Workplace Discrimination: Overcoming Barriers to 
Gender Equality (Rutgers University Press, 2003). / 43 Baby formula as “unsung hero”: see Stefania Albanesi 
and Claudia Olivetti, “Gender Roles and Technological Progress,” National Bureau of Economic Research 
working paper, June 2007. / 44 The erosion of teacher quality: see Marigee P. Bacolod, “Do Alternative 
Opportunities Matter? The Role of Female Labor Markets in the Decline of Teacher Supply and Teacher 
Quality, 1940–1990,” Review of Economics and Statistics 89, no. 4 (November 2007); Harold O. Levy, “Why 
the Best Don’t Teach,” The New York Times, September 9, 2000; and John H. Bishop, “Is the Test Score 
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Decline Responsible for the Productivity Growth Decline,” American Economic Review 79, no. 1 (March 
1989). 
 
  
 
EVEN TOP WOMEN EARN LESS: See Justin Wolfers, “Diagnosing Discrimination: Stock Returns and CEO 
Gender,” Journal of the European Economic Association 4, nos. 2–3 (April-May 2006); and Marianne 
Bertrand, Claudia Goldin, and Lawrence F. Katz, “Dynamics of the Gender Gap for Young Professionals in the 
Financial and Corporate Sectors,” National Bureau of Economic Research working paper, January 2009. 
 
  
 
DO MEN LOVE MONEY THE WAY WOMEN LOVE KIDS? The cash-incentive gender-gap experiment was 
reported in Roland G. Fryer, Steven D. Levitt, and John A. List, “Exploring the Impact of Financial Incentives 
on Stereotype Threat: Evidence from a Pilot Study,” AEA Papers and Proceedings 98, no. 2 (2008). 
 
  
 
CAN A SEX CHANGE BOOST YOUR SALARY? See Kristen Schilt and Matthew Wiswall, “Before and After: 
Gender Transitions, Human Capital, and Workplace Experiences,” B.E. Journal of Economic Analysis & Policy 
8, no. 1 (2008). Further information for this section was drawn from author interviews with Ben Barres and 
Deirdre McCloskey; see also Robin Wilson, “Leading Economist Stuns Field by Deciding to Become a 
Woman,” Chronicle of Higher Education, February 16, 1996; and Shankar Vedantam, “He, Once a She, 
Offers Own View on Science Spat,” The Wall Street Journal, July 13, 2006. 
 
  
 
WHY AREN’T THERE MORE WOMEN LIKE ALLIE? As detailed in this book’s explanatory note, we met Allie 
thanks to a mutual acquaintance. Allie is not her real name, but all other facts about her are true. Over the 
past few years, we have both spent a considerable amount of time with her (all fully clothed), as this section 
was based on extensive interviews, a review of her ledgers, and the occasional guest lectures she delivered 
at the University of Chicago for Levitt’s class “The Economics of Crime.” Several students said this was the 
single-best lecture they had in all their years at the university, which is both a firm testament to Allie’s 
insights and a brutal indictment of Levitt and the other professors. See also Stephen J. Dubner, “A Call Girl’s 
View of the Spitzer Affair,” Freakonomics blog, The New York Times, March 12, 2008. 
 
  
 
REALTORS FLOCK TO A REAL-ESTATE BOOM: See Stephen J. Dubner and Steven D. Levitt, “Endangered 
Species,” The New York Times Magazine, March 5, 2006. 
 
CHAPTER 2: WHY SHOULD SUICIDE BOMBERS BUY LIFE INSURANCE? 
 
RAMADAN AND OTHER BIRTH EFFECTS: The section on prenatal daytime fasting was drawn from Douglas 
Almond and Bhashkar Mazumder, “The Effects of Maternal Fasting During Ramadan on Birth and Adult 
Outcomes,” National Bureau of Economic Research working paper, October 2008. / 58 The natal roulette 
affects horses too: see Bill Mooney, “Horse Racing; A Study on the Loss of Foals,” The New York Times, May 
2, 2002; and Frank Fitzpatrick, “Fate Stepped in for Smarty,” The Philadelphia Inquirer, May 26, 2004. / 59 
The “Spanish Flu” effect: see Douglas Almond, “Is the 1918 Influenza Pandemic Over? Long-Term Effects of 
In Utero Influenza Exposure in the Post-1940 U.S. Population,” Journal of Political Economy 114, no. 4 
(2006); and Douglas Almond and Bhashkar Mazumder, “The 1918 Influenza Pandemic and Subsequent 
Health Outcomes: An Analysis of SIPP Data,” Recent Developments in Health Economics 95, no. 2 (May 
2005). / 59 Albert Aab versus Albert Zyzmor: see Liran Einav and Leeat Yariv, “What’s in a Surname? The 
Effects of Surname Initials on Academic Success,” Journal of Economic Perspectives 20, no. 1 (2006); and C. 
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Mirjam van Praag and Bernard M.S. van Praag, “The Benefits of Being Economics Professor A (and not Z),” 
Institute for the Study of Labor discussion paper, March 2007. 
 
  
 
THE BIRTHDATE BULGE AND THE RELATIVE-AGE EFFECT: See Stephen J. Dubner and Steven D. Levitt, “A Star 
Is Made,” The New York Times Magazine, May 7, 2006; K. Anders Ericsson, Neil Charness, Paul J. Feltovich, 
and Robert R. Hoffman, The Cambridge Handbook of Expertise and Expert Performance (Cambridge 
University Press, 2006); K. Anders Ericsson, Ralf Th. Krampe, and Clemens Tesch-Romer, “The Role of 
Deliberate Practice in the Acquisition of Expert Performance,” Psychological Review 100, no. 3 (1993); 
Werner Helsen, Jan Van Winckel, and A. Mark Williams, “The Relative Age Effect in Youth Soccer Across 
Europe,” Journal of Sports Sciences 23, no. 6 (June 2005); and Greg Spira, “The Boys of Late Summer,” Slate, 
April 16, 2008. As explained in a footnote to this section, we originally planned to 
 
  
 
write a chapter in SuperFreakonomics on how talent is acquired—that is, when a person is very good at a 
given thing, what is it that makes him or her so good? But our plans changed when several books were 
recently published on this theme. A lot of people gave generously of their time and thoughts in our 
reporting on this abandoned chapter, and we remain indebted to them. Anders Ericsson was extremely 
helpful, as were Werner Helsen, Paula Barnsley, Gus Thompson, and many others. We are especially 
grateful to Takeru Kobayashi, the competitive-eating champion from Japan, for his time, insights, and 
willingness during a New York visit to try out a Papaya King hot dog as well as a Hebrew National, even 
though he’s not particularly fond of hot dogs except when he’s eating eight or ten of them per minute. It 
was the ultimate busman’s holiday, and Kobayashi could not have been more gracious. 
 
  
 
WHO BECOMES A TERRORIST? See Alan B. Krueger, What Makes a Terrorist (Princeton University Press, 
2007); Claude Berrebi, “Evidence About the Link Between Education, Poverty and Terrorism Among 
Palestinians,” Princeton University Industrial Relations Section working paper, 2003; and Krueger and Jita 
Maleckova, “Education, Poverty and Terrorism: Is There a Causal Connection?” Journal of Economic 
Perspectives 17, no. 4 (Fall 2003). / 63 For more on terrorists’ goals, see Mark Juergensmeyer, Terror in the 
Mind of God (University of California Press, 2001). / 63–64 Terrorism hard to define: see “Muslim Nations 
Fail to Define Terrorism,” Associated Press, April 3, 2002. 
 
  
 
WHY TERRORISM IS SO CHEAP AND EASY: The murder count in the Washington, D.C., metro area was 
provided by the Federal Bureau of Investigation, which collects crime statistics from local police 
departments. The Washington, D.C., Metropolitan Statistical Area includes the district itself and 
surrounding counties in Maryland, Virginia, and West Virginia. For more on the impact of the Washington 
sniper attacks, see Jeffrey Schulden et al., “Psychological Responses to the Sniper Attacks: Washington D.C., 
Area, October 2002,” American Journal of Preventative Medicine 31, no. 4 (October 2006). / 65 Figures for 
airport security screenings come from the Federal Bureau of Transportation Statistics. / 65 Financial impact 
of 9/11: see Dick K. Nanto, “9/11 Terrorism: Global Economic Costs,” Congressional Research Service, 2004. 
/ 65–66 Extra driving deaths after 9/11: see Garrick Blalock, Vrinda Kadiyali, and Daniel Simon, “Driving 
Fatalities after 9/11: A Hidden Cost of Terrorism,” Cornell University Department of Applied Economics and 
Management working paper, 2005; Gerd Gigerenzer, “Dread Risk, September 11, and Fatal Traffic 
Accidents,” Psychological Science 15, no. 4 (2004); Michael Sivak and Michael J. Flannagan, “Consequences 
for Road Traffic Fatalities of the Reduction in Flying Following September 11, 2001,” Transportation 
Research 7, nos. 4–5 (July–September 2004); and Jenny C. Su et al., “Driving Under the Influence (of Stress): 
Evidence of a Regional Increase in Impaired Driving and Traffic Fatalities After the September 11 Terrorist 
Attacks,” Psychological Science 20, no. 1 (December 2008). / 66 Back-dated stock options: see Mark 
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Maremont, Charles Forelle, and James Bandler, “Companies Say Backdating Used in Days After 9/11,” The 
Wall Street Journal, March 7, 2007. / 66 Police resources shifted to terrorism: see Selwyn Raab, Five 
Families: The Rise, Decline and Resurgence of America’s Most Powerful Mafia Empires (Macmillan, 2005); 
Janelle Nanos, “Stiffed,” New York, November 6, 2006; Suzy Jagger, “F.B.I. Diverts Anti-Terror Agents to 
Bernard Madoff $50 Billion Swindle,” The Times (London), December 22, 2008; and Eric Lichtblau, “Federal 
Cases of Stock Fraud Drop Sharply,” The New York Times, December 24, 2008. / 66 Influenza and airline 
travel: see John Brownstein, Cecily Wolfe, and Kenneth Mandl, “Empirical Evidence for the Effect of Airline 
Travel on Interregional Influenza Spread in the United States,” PloS Medicine, October 2006. / 66 Crime 
drop in D.C.: see Jonathan Klick and Alexander Tabarrok, “Using Terror Alert Levels to Estimate the Effect of 
Police on Crime,” Journal of Law and Economics 48, no. 1 (April 2005). / 66 A California pot bonanza: see 
“Home-Grown,” The Economist, October 18, 2007; and Jeffrey Miron, “The Budgetary Implications of Drug 
Prohibition,” Harvard University, December 2008. 
 
  
 
THE MAN WHO FIXES HOSPITALS: This section is based primarily on author interviews with Craig Feied as 
well as other members of his team, including Mark Smith. We also benefited substantially from Rosabeth 
Moss Kanter and Michelle Heskett, “Washington Hospital Center,” a four-part series in Harvard Business 
School, July 21, 2002, N9–303–010 through N9–303–022. / 67 Emergency medicine as a specialty: see Derek 
R. Smart, Physician Characteristics and Distribution in the U.S. (American Medical Association Press, 2007). / 
67 E.R. statistics: see Eric W. Nawar, Richard W. Niska, and Jiamin Xu, “National Hospital Ambulatory 
Medical Care Survey: 2005 Emergency Department Summary,” Advance Data from Vital and Health 
Statistics, Centers for Disease Control, June 29, 2007; and information gleaned from the Federal Agency for 
Healthcare Research and Quality (AHRQ), as well as these AHRQ reports: Pamela Horsleys and Anne 
Elixhauser, “Hospital Admissions That Began in the Emergency Department, 2003,” and Healthcare Cost and 
Utilization Project (H-CUP) Statistical Brief No. 1., February 2006. / 71 “It’s about what you do in the first 
sixty minutes”: drawn from Fred D. Baldwin, “It’s All About Speed,” Healthcare Informatics, November 
2000. / 72 “Cognitive drift”: see R. Miller, “Response Time in Man-Computer Conversational Transactions,” 
Proceedings of the AFIPS Fall Joint Computer Conference, 1968; and B. Shneiderman, “Response Time and 
Display Rate in Human Performance with Computers,” Computing Surveys, 1984. 
 
  
 
WHO ARE THE BEST AND WORST DOCTORS IN THE ER?: This section is based primarily on Mark Duggan and 
Steven D. Levitt, “Assessing Differences in Skill Across Emergency Room Physicians,” working paper. / 74–75 
The negative effect of doctor report cards: see David Dranove, Daniel Kessler, Mark McClellan, and Mark 
Satterthwaite, “Is More Information Better?” Journal of Political Economy 111, no. 3 (2003). / 81–82 Do 
doctors’ strikes save lives?: see Robert S. Mendelsohn, Confessions of a Medical Heretic (Contemporary 
Books, 1979); and Solveig Argeseanu Cunningham, Kristina Mitchell, K. M. Venkat Narayan, and Salim Yusuf, 
“Doctors’ Strikes and Mortality: A Review,” Social Science and Medicine 67, no. 11 (December 2008). 
 
  
 
WAYS TO POSTPONE DEATH: Win a Nobel Prize: see Matthew D. Rablen and Andrew J. Oswald, “Mortality 
and Immortality,” University of Warwick, January 2007; and Donald MacLeod, “Nobel Winners Live Longer, 
Say Researchers,” The Guardian, January 17, 2007. Make the Hall of Fame: see David J. Becker, Kenneth Y. 
Chay, and Shailender Swaminathan, “Mortality and the Baseball Hall of Fame: An Investigation into the Role 
of Status in Life Expectancy,” iHEA 2007 6th World Congress: Explorations in Health Economics paper. Buy 
annuities: see Thomas J. Phillipson and Gary S. Becker, “Old-Age Longevity and Mortality-Contingent 
Claims,” Journal of Political Economy 106, no. 3 (1998). Be religious: see Ellen L. Idler and Stanislav V. Kasl, 
“Religion, Disability, Depression, and the Timing of Death,” American Journal of Sociology 97, no. 4 (January 
1992). Be patriotic: see David McCullough, John Adams (Simon & Schuster, 2001). Beat the estate tax: 
Joshua Gans and Andrew Leigh, “Did the Death of Australian Inheritance Taxes Affect Deaths?” Topics in 
Economic Analysis and Policy (Berkeley Electronic Press, 2006). 
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THE TRUTHS ABOUT CHEMOTHERAPY: This section was drawn in part from interviews with practicing 
oncologists and oncology researchers including Thomas J. Smith, Max Wicha, Peter D. Eisenberg, Jerome 
Groopman, as well as several participants at “Requirements for the Cure for Cancer,” an off-the-record 
2007 conference organized by Arny Glazier and the Van Andel Research Institute. (Thanks to Rafe Furst for 
the invitation.) See also: Thomas G. Roberts Jr., Thomas J. Lynch Jr., Bruce A. Chabner, “Choosing 
Chemotherapy for Lung Cancer Based on Cost: Not Yet,” Oncologist, June 1, 2002; Scott Ramsey et al., 
“Economic Analysis of Vinorelbine Plus Cisplatin Versus Paclitaxel Plus Carboplatin for Advanced Non-Small-
Cell Lung Cancer,” Journal of the National Cancer Institute 94, no. 4 (February 20, 2002); Graeme Morgan, 
Robyn Wardy, and Michael Bartonz, “The Contribution of Cytotoxic Chemotherapy to 5-year Survival in 
Adult Malignancies,” Clinical Oncology 16 (2004); Guy Faguet, The War on Cancer: An Anatomy of Failure, a 
Blueprint for the Future (Springer Netherlands, 2005); Neal J. Meropol and Kevin A. Schulman, “Cost of 
Cancer Care: Issues and Implications,” Clinical Oncology 25, no. 2 (January 2007); and Bruce Hillner and 
Thomas J. Smith, “Efficacy Does Not Necessarily Translate to Cost Effectiveness: A Case Study in the 
Challenges Associated with 21st Century Cancer Drug Pricing,” Journal of Clinical Oncology 27, no. 13 (May 
2009). / 86 “The deep and abiding desire not to be dead”: Thomas Smith offered this quotation from 
memory, attributing it to his colleague Thomas Finucane, writing in “How Gravely Ill Becomes Dying: A Key 
to End-of-Life Care,” Journal of the American Medical Association 282 (1999). But Smith had, in his memory, 
slightly improved Finucane’s original quote, which was “the widespread and deeply held desire not to be 
dead.” 
 
  
 
LIVING LONG ENOUGH TO DIE FROM CANCER: See Bo E. Honore and Adriana Lleras-Muney, “Bounds in 
Competing Risks Models and the War on Cancer,” Econometrica 76, no. 6 (November 2006). 
 
  
 
WAR: NOT AS DANGEROUS AS YOU THINK?: Derived from “U.S. Active Duty Military Deaths 1980 through 
2008 (as of April 22, 2009),” prepared by the Defense Manpower Data Center for Department of Defense; 
thanks to a reader named Adam Smith (seriously) for alerting us to these data. 
 
  
 
HOW TO CATCH A TERRORIST: This section is drawn from “Identifying Terrorists Using Banking Data,” 
Steven D. Levitt and A. Danger Powers, working paper; and from author interviews with Ian Horsley (a 
pseudonym), primarily in London. / 89 Bank fraud in the U.K.: gleaned from the Association for Payment 
Clearing Services (APACS). / 92 False positives in cancer screening: see Jennifer Miller Croswell et al., 
“Cumulative Incidence of False-Positive Results in Repeated, Multimodal Cancer Screening,” Annals of 
Family Medicine 7 (2009). / 92 Mike Lowell: see Jimmy Golen, “Lowell: Baseball Held to Higher Standard,” 
The Associated Press, January 18, 2008. / 92 Release of terror suspects: see Alan Travis, “Two-Thirds of U.K. 
Terror Suspects Released Without Charge,” The Guardian, May 12, 2009. 
 
CHAPTER 3: UNBELIEVABLE STORIES ABOUT APATHY AND ALTRUISM 
 
KITTY GENOVESE AND THE “38 WITNESSES”: This section, as well as the section at the end of the chapter 
about Kitty Genovese, benefited greatly from the time and input of Joseph De May Jr., who has created a 
repository of documentary evidence about the murder at www.kewgardenshistory.com. We are also 
indebted to many others who contributed their knowledge of the case in interviews or correspondence, 
including Andrew Blauner, Mike Hoffman, Jim Rasenberger, Charles Skoller, Jim Solomon, and Harold 
Takooshian. And we drew extensively from some of the many books and articles written about the murder, 
including: Martin Gansberg, “37 Who Saw Murder Didn’t Call the Police: Apathy at Stabbing of Queens 
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Woman Shocks Inspector,” The New York Times, March 27, 1964; A.M. Rosenthal, Thirty-Eight Witnesses: 
The Kitty Genovese Case (Melville House, 2008; originally published 1964 by McGraw-Hill); Elliot Aronson, 
The Social Animal, 5th ed. (W.H. Freeman and Co., 1988); Joe Sexton, “Reviving Kitty Genovese Case, and Its 
Passions,” The New York Times, July 25, 1995; Malcolm Gladwell, The Tipping Point (Little, Brown, 2000); 
Jim Rasenberger, “Nightmare on Austin Street,” American Heritage, October 2006; Charles Skoller, Twisted 
Confessions (Bridgeway Books, 2008); Rachel Manning, Mark Levine, and Alan Collins, “The Kitty Genovese 
Murder and the Social Psychology of Helping: The Parable of the 38 Witnesses,” American Psychologist 62, 
no. 6 (2007). / 97 Weather conditions in Queens were provided by the National Weather Service. / 99 
Genovese and the Holocaust: see Maureen Dowd, “20 Years After the Murder of Kitty Genovese, the 
Question Remains: Why?” The New York Times, March 12, 1984. Dowd cites R. Lance Shotland, a professor 
of psychology at Pennsylvania State University, who noted that “probably no single incident has caused 
social psychologists to pay as much attention to an aspect of social behavior as Kitty Genovese’s murder.” / 
99 Bill Clinton’s statement about the Genovese murder comes from his remarks at the AmeriCorps Public 
Safety Forum in New York City, March 10,1994. 
 
  
 
CRIME AND TELEVISION IN AMERICA: This section is primarily drawn from Steven D. Levitt and Matthew 
Gentzkow, “Measuring the Impact of TV’s Introduction on Crime,” working paper. See also: Matthew 
Gentzkow, “Television and Voter Turnout,” Quarterly Journal of Economics 121, no. 3 (August 2006); and 
Matthew Gentzkow and Jesse M. Shapiro, “Preschool Television Viewing and Adolescent Test Scores: 
Historical Evidence from the Coleman Study,” Quarterly Journal of Economics 123, no. 1 (February 2008). / 
101 Prison overcrowding and the ACLU “experiment”: see Steven D. Levitt, “The Effect of Prison Population 
Size on Crime Rates: Evidence from Prison Overcrowding Litigation,” The Quarterly Journal of Economics 11, 
no. 2 (May 1996). 
 
  
 
FAMILY ALTRUISM?: See Gary Becker, “Altruism in the Family and Selfishness in the Marketplace,” 
Economica 48, no. 189, New Series (February 1981); and B. Douglas Bernheim, Andrei Shleifer, and 
Lawrence H. Summers, “The Strategic Bequest Motive,” Journal of Political Economy 93, no. 6 (December 
1985). 
 
  
 
AMERICANS ARE FAMOUSLY ALTRUISTIC: These figures are drawn from an Indiana University Center on 
Philanthropy study. From 1996 to 2006, overall American giving increased from $139 billion to $295 billion 
(inflation-adjusted), which represents an increase from 1.7% of GDP to 2.6% of GDP. See also David 
Leonhardt, “What Makes People Give,” The New York Times, March 9, 2008. / 107 For more on disaster 
donations and TV coverage, see Philip H. Brown and Jessica H. Minty, “Media Coverage and Charitable 
Giving After the 2004 Tsunami,” Southern Economic Journal 75, no. 1 (2008). 
 
  
 
THE VALUE OF LAB EXPERIMENTS: Galileo’s acceleration experiment is related in Galileo Galilei, Dialogue 
Concerning Two New Sciences, trans. Henry Crew and Alfonso de Salvio, 1914. Richard Feynman’s point 
about the primacy of experimentation comes from his Lectures on Physics, ed. Matthew Linzee Sands 
(Addison-Wesley, 1963). 
 
  
 
ULTIMATUM AND DICTATOR: The first paper on Ultimatum as it is commonly known is Werner Guth, Rolf 
Schmittberger, and Bernd Schwarze, “An Experimental Analysis of Ultimatum Bargaining,” Journal of 
Economic Behavior and Organization 3, no. 4 (1982). For a good background on the evolution of such 
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games, see Steven D. Levitt and John A. List, “What Do Laboratory Experiments Measuring Social 
Preferences Tell Us About the Real World,” Journal of Economic Perspectives 21, no. 2 (2007). See also: 
Daniel Kahneman, Jack L. Knetsch, and Richard Thaler, “Fairness as a Constraint on Profit Seeking: 
Entitlements in the Market,” American Economic Review 76, no. 4 (September 1986); Robert Forsythe, Joel 
L. Horowitz, N. E. Savin, and Martin Sef-ton, “Fairness in Simple Bargaining Experiments,” Games and 
Economic Behavior 6, no. 3 (May 1994); Colin F. Camerer, Behavioral Game Theory (Princeton University 
Press, 2003); and John A. List, “Dictator Game Giving Is an Experimental Artifact,” working paper, 2005. 
 
  
 
ORGAN TRANSPLANTS: The first successful long-term kidney transplant was performed at the Peter Bent 
Brigham Hospital in Boston by Joseph Murray in December 1954, as related in Nicholas Tilney, Transplant: 
From Myth to Reality (Yale University Press, 2003). / 111 “Donorcyclists”: see Stacy Dickert-Conlin, Todd 
Elder, and Brian Moore, “Donorcycles: Do Motorcycle Helmet Laws Reduce Organ Donations?” Michigan 
State University working paper, 2009. / 111 “Presumed consent” laws in Europe: see Alberto Abadie and 
Sebastien Gay, “The Impact of Presumed Consent Legislation on Cadaveric Organ Donation: A Cross Country 
Study,” Journal of Health Economics 25, no. 4 (July 2006). / 112 The Iranian kidney program is described in 
Ahad J. Ghods and Shekoufeh Savaj, “Iranian Model of Paid and Regulated Living-Unrelated Kidney 
Donation,” Clinical Journal of the American Society of Nephrology 1 (October 2006); and Benjamin E. 
Hippen, “Organ Sales and Moral Travails: Lessons from the Living Kidney Vendor Program in Iran,” Cato 
Institute, Policy Analysis, no. 614, March 20, 2008. / 112 The exchange between Dr. Barry Jacobs and Rep. 
AI Gore took place in the Hearings before the Subcommittee on Health and the Environment to consider 
H.R. 4080, October 17, 1983. 
 
  
 
JOHN LIST, GAME-CHANGER: This section is drawn primarily from author interviews with John A. List as well 
as a number of his many, many papers, several written in collaboration with Steven D. Levitt. These papers 
include: List, “Does Market Experience 
 
  
 
Eliminate Market Anomalies?” 
Quarterly Journal of Economics 118, no. 1 (2003); Glenn Harrison and List, “Field Experiments,” Journal of 
Economic Literature 42 (December 2004); List, “Dictator Game Giving Is an Experimental Artifact,” working 
paper, 2005; List, “The Behavioralist Meets the Market: Measuring Social Preferences and Reputation 
Effects in Actual Transactions,” Journal of Political Economy 14, no. 1 (2006); Levitt and List, “Viewpoint: On 
the Generalizability of Lab Behaviour to the Field,” Canadian Journal of Economics 40, no. 2 (May 2007); 
Levitt and List, “What Do Laboratory Experiments Measuring Social Preferences Tell Us About the Real 
World,” Journal of Economic Perspectives 21, no. 2 (2007); List, “On the Interpretation of Giving in Dictator 
Games,” Journal of Political Economy 115, no. 3 (2007); List and Todd L. Cherry, “Examining the Role of 
Fairness in High Stakes Allocation Decisions,” Journal of Economic Behavior & Organization 65, no. 1 (2008); 
Levitt and List, “Homo Economicus Evolves,” Science, February 15, 2008; Levitt, List, and David Reiley, 
“What Happens in the Field Stays in the Field: Professionals Do Not Play Minimax in Laboratory 
Experiments,” Econometrica (forthcoming, 2009); Levitt and List, “Field Experiments in Economics: The Past, 
the Present, and the Future,” European Economic Review (forthcoming, 2009). Note that other researchers 
have begun questioning whether altruism seen in the lab is an artifact of the experiment itself; notably, see 
Nicholas Bardsley, “Experimental Economics and the Artificiality of Alteration,” Journal of Economic 
Methodology 12, no. 2 (2005). / 121 “Just those sophomores” and “scientific do-gooders”: see R. L. 
Rosenthal, Artifact in Behavioral Research (Academic Press, 1969). / 121 “Higher need for approval”: see 
Richard L. Doty and Colin Silverthorne, “Influence of Menstrual Cycle on Volunteering Behavior,” Nature, 
1975. / 121 The boss washing her hands: see Kristen Munger and Shelby J. Harris, “Effects of an Observer on 
Hand Washing in a Public Restroom,” Perceptual and Motor Skills 69 (1989). / 122 The “honesty box” 
experiment: see Melissa Bateson, Daniel Nettle, and Gilbert Roberts, “Cues of Being Watched Enhance 
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Cooperation in a Real-World Setting,” Biology Letters, 2006. Along these same lines, consider another clever 
field experiment, this one conducted in thirty Dutch churches by a young economist named Adriaan R. 
Soetevent. In these churches, the collection was taken up in a closed bag that was passed along from 
person to person, row to row. Soetevent got the churches to let him switch things up, randomly substituting 
an open collection basket for the closed bags over a period of several months. He wanted to know if the 
added scrutiny changed the donation patterns. (An open basket lets you see how much money has already 
been collected as well as how much your neighbor puts in.) Indeed it did: with open baskets, the 
churchgoers gave more money, including fewer small-denomination coins, than with closed bags—
although, interestingly, the effect petered out once the open baskets had been around for a while. See 
Soetevent, “Anonymity in Giving in a Natural Context—a Field Experiment in 30 Churches,” Journal of Public 
Economics 89 (2005). / 123 A “stupid automaton”: see A.H. Pierce, “The Subconscious Again,” Journal of 
Philosophy, Psychology, & Scientific Methods 5 (1908). / 123 “Forced cooperation”: see Martin T. Orne, “On 
the Social Psychological Experiment: With Particular Reference to Demand Characteristics and Their 
Implications,” American Psychologist 17, no. 10 (1962). / 123 “Why Nazi officers obeyed”: see Stanley 
Milgram, “Behavioral Study of Obedience,” Journal of Abnormal and Social Psychology 67, no. 4 (1963). / 
123 The Stanford prison experiments: see Craig Haney, Curtis Banks, and Philip Zimbardo, “Interpersonal 
Dynamics in a Simulated Prison,” International Journal of Criminology and Penology 1 (1973). 
 
  
 
“ 
IMPURE ALTRUISM”: Americans as top givers: see “International Comparisons of Charitable Giving,” 
Charities Aid Foundation briefing paper, November 2006. And for the correspondingly strong tax incentives, 
see David Roodman and Scott Standley, “Tax Policies to Promote Private Charitable Giving in DAC 
Countries,” Center for Global Development, working paper, January 2006. / 124 “Impure” and “warm-glow” 
altruism: see James Andreoni, “Giving with Impure Altruism: Applications to Charity and Ricardian 
Equivalence,” Journal of Political Economy 97 (December 1989); and Andreoni, “Impure Altruism and 
Donations to Public Goods: A Theory of Warm-Glow Giving,” Economic Journal 100 (June 1990). / 124 The 
economics of panhandling: see Gary S. Becker, “Spouses and Beggars: Love and Sympathy,” in Accounting 
for Tastes (Harvard University Press, 1998). / 124 Organ transplant waiting lists: this information was 
gleaned from the U.S. Department of Health and Human Services’ Organ Procurement and Transplant 
Network website, at www.optn.org. Further material was generated by the economist Julio Jorge Elias of 
State University of New York, Buffalo. See also Becker and Elias, “Introducing Incentives in the Market for 
Live and Cadaveric Organ Donations,” Journal of Economic Perspectives 21, no. 3 (Summer 2007); and 
Stephen J. Dubner and Steven D. Levitt, “Flesh Trade,” The New York Times Magazine, July 9, 2006. / 124–
125 No waiting list in Iran: see Benjamin E. Hippen, “Organ Sales and Moral Travails: Lessons from the Living 
Kidney Vendor Program in Iran,” Cato Institute, Policy Analysis, no. 614, March 20, 2008; and Stephen J. 
Dubner, “Human Organs for Sale, Legally, in…Which Country?” Freakonomics blog, The New York Times, 
April 29, 2008. 
 
  
 
KITTY GENOVESE REVISITED: See the notes at the top of this chapter section for a list of the sources we 
relied upon for the reappraisal of the case. This second section drew substantially on interviews with Joseph 
De May Jr. and Mike Hoffman, as well as A.M. Rosenthal’s book Thirty-Eight Witnesses…. One of us 
(Dubner) had the opportunity to work with Rosenthal as the latter’s days at the Times expired. Even toward 
the end of his life (he died in 2006), Rosenthal remained a forceful journalist and an exceedingly sharp-
opinioned man who didn’t suffer fools or, as some have argued, dissenting opinions. In 2004, Rosenthal 
participated in a symposium at Fordham University in New York to mark the fortieth anniversary of the 
Genovese murder. He offered a singular explanation for his obsession with the case: “Why did the 
Genovese incident move me so deeply? I tell you this. I had five sisters, and I was the youngest. What loving 
and magnificent sisters I had. But one of my sisters was murdered. Young Bess was returning home two 
nights before New Year’s through a path in Van Cortlandt Park, when a sexual pervert jumped out of the 
bushes and exposed himself to her. In shock, she escaped, and ran home one mile, sweaty in the chill 
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weather. Within two days, Bess fell ill and died. I still miss our darling Bess, and feel Bess was murdered by 
this criminal who took her life away, no less than the monster who killed Kitty Genovese.”…The Genovese 
murder caused many pundits to dust off a famous remark uttered by Edmund Burke two centuries earlier: 
“The only thing necessary for the triumph of evil is for good men to do nothing.” It seemed to perfectly sum 
up what happened that night. But Fred Shapiro, editor of The Yale Book of Quotations, could never find 
anything like this line in Burke’s writings. Which means that this famous quotation—along with, seemingly, 
half the quotes attributed to Mark Twain and Oscar Wilde—appears to be as apocryphal as the story of the 
thirty-eight witnesses. 
 
CHAPTER 4: THE FIX IS IN—AND IT’S CHEAP AND SIMPLE 
 
MATERNAL DEATH RATES: For recent figures, see “Maternal Mortality in 2005: Estimates Developed by 
WHO, UNICEF, UNFPA, and the World Bank,” World Health Organization, 2007. For historical rates, see 
Irvine Loudon, “Maternal Mortality in the Past and Its Relevance to Developing Countries Today,” American 
Journal of Clinical Nutrition 72, no. 1 (July 2000). 
 
  
 
IGNATZ SEMMELWEIS COMES TO THE RESCUE: The story of Ignatz Semmelweis has been told variously over 
the years, but perhaps the most impressive telling is Sherwin B. Nuland, The Doctor’s Plague: Germs, 
Childbed Fever, and the Strange Story of Ignatz Semmelweis (Atlas Books, 2003). This may be because 
Nuland is a physician himself. We have drawn substantially from his book, and we are greatly indebted. See 
also: Ignatz Semmelweis, “The Etiology, Concept, and Prophylaxis of Childbed Fever,” trans. K. Codell Carter 
(University of Wisconsin Press, 1983; originally published 1861). Note: Puerpera is Latin for a woman who 
has given birth. 
 
  
 
UNINTENDED CONSEQUENCES: For an overview, see Stephen J. Dubner and Steven D. Levitt, “Unintended 
Consequence,” The New York Times Magazine, January 20, 2008. / 139 For the Americans with Disabilities 
Act, see Daron Acemoglu and Joshua D. Angrist, “Consequences of Employment Protection? The Case of the 
Americans with Disabilities Act,” Journal of Political Economy 109, no. 5 (2001). / 139 For the Endangered 
Species Act, see Dean Lueck and Jeffrey A. Michael, “Preemptive Habitat Destruction Under the Endangered 
Species Act,” Journal of Law and Economics 46 (April 2003); and John A. List, Michael Margolis, and Daniel E. 
Osgood, “Is the Endangered Species Act Endangering Species?” National Bureau of Economic Research 
working paper, December 2006. / 139 Avoiding the trash tax: for the “Seattle Stomp,” the Charlottesville 
woods-dumping, and other tactics, see Don Fullerton and Thomas C. Kinnaman, “Household Responses to 
Pricing Garbage by the Bag,” American Economic Review 86, no. 4 (September 1996); for German food-
flushing, see Roger Boyes, “Children Beware: The Rats Are Back and Hamelin Needs a New Piper,” The 
Times (London), December 17, 2008; for backyard burning in Dublin, see S.M. Murphy, C. Davidson, A.M. 
Kennedy, P.A. Eadie, and C. Lawlor, “Backyard Burning,” Journal of Plastic, Reconstructive & Aesthetic 
Surgery 61, no. 1 (February 2008). / 140 The sabbatical backlash: see Solomon Zeitlin, “Prosbol: A Study in 
Tannaitic Jurisprudence,” The Jewish Quarterly Review 37, no. 4 (April 1947). (Thanks to Leon Morris for the 
tip.) 
 
  
 
FORCEPS HOARDING: See James Hobson Aveling, The Chamberlens and the Midwifery Forceps (J. & A. 
Churchill, 1882); Atul Gawande, “The Score: How Childbirth Went Industrial,” The New Yorker, October 2, 
2006; and Stephen J. Dubner, “Medical Failures, and Successes Too: A Q&A with Atul Gawande,” 
Freakonomics blog, The New York Times, June 25, 2007. 
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MORE FOOD, MORE PEOPLE: See “The World at Six Billion,” United Nations, 1999; Mark Overton, 
Agricultural Revolution in England: The Transformation of the Agrarian Economy, 1500–1850 (Cambridge 
University Press, 1996); and Milton Friedman and Rose Friedman, Free to Choose (Harvest, 1990; originally 
published 1979). Information from Will Masters, a professor of agricultural economics at Purdue, came 
from an author interview. For a stunning exhibition of Masters’s mastery at setting theories of agricultural 
economics to verse, see Stephen J. Dubner, “Why Are Kiwis So Cheap?” Freakonomics blog, The New York 
Times, June 4, 2009. 
 
  
 
CONSIDER THE WHALE: The rise and fall of whale hunting is beautifully told in Eric Jay Dolin, Leviathan: The 
History of Whaling in America (W.W. Norton & Company, 2007). See also: Charles Melville Scammon, The 
Marine Mammals of the Northwestern Coast of North America: Together with an Account of the American 
Whale-Fishery, 1874; Alexander Starbuck, History of the American Whale Fishery From Its Earliest Inception 
to the Year 1876, published by the author, 1878; and Paul Gilmour, “Saving the Whales, Circa 1852,” Letter 
to the Editor, The Wall Street Journal, December 6, 2008. 
 
  
 
THE MYSTERIES OF POLIO: See David M. Oshinsky, Polio: An American Story (Oxford University Press, 2005), 
a truly excellent book on the topic; and “The Battle Against Polio,” NewsHour with Jim Lehrer, PBS, April 24, 
2006. / 144 The fallacious polio/ ice-cream link was raised by David Alan Grier, a statistician at George 
Washington University, in Steve Lohr, “For Today’s Graduate, Just One Word: Statistics,” The New York 
Times, August 5, 2009. / 145 For estimated cost savings of the polio vaccines, see Kimberly M. Thompson 
and Radboud J. Duintjer Tebbens, “Retrospective Cost-Effectiveness Analysis for Polio Vaccination in the 
United States,” Risk Analysis 26, no. 6 (2006); and Tebbens et al., “A Dynamic Model of Poliomyelitis 
Outbreaks: Learning from the Past to Help Inform the Future,” American Journal of Epidemiology 162, no. 4 
(July 2005). / 145–146 For other cheap and simple medical fixes, see Marc W. Kirschner, Elizabeth 
Marincola, and Elizabeth Olmsted Teisberg, “The Role of Biomedical Research in Health Care Reform,” 
Science 266 (October 7,1994); and Earl S. Ford et al., “Explaining the Decrease in U.S. Deaths from Coronary 
Disease, 1980–2000,” New England Journal of Medicine 356, no. 23 (June 7, 2007). 
 
  
 
THE KILLER CAR: For number of cars in the 1950s, see “Topics and Sidelights of the Day in Wall Street: Fuel 
Consumption,” The New York Times, May 25, 1951. For industry fears over safety concerns, see “Fear Seen 
Cutting Car Traffic, Sales,” The New York Times, January 29,1952. 
 
  
 
THE STRANGE STORY OF ROBERT MCNAMARA’S SEAT BELT: This section is based on a number of sources, 
including author interviews with McNamara shortly before his death. See also: “A Life in Public Service: 
Conversation with Robert McNamara,” April 16, 1996, by Harry Kreisler, part of the Conversations with 
History series, Institute of International Studies, University of California, Berkeley; The Fog of War: Eleven 
Lessons from the Life of Robert S. McNamara, directed by Errol Morris, 2003, Sony Pictures Classics; Richard 
Alan Johnson, Six Men Who Built the Modern Auto Industry (MotorBooks/MBI Publishing Company, 2005); 
and Johnson, “The Outsider: How Robert McNamara Changed the Automobile Industry,” American 
Heritage, Summer 2007. / 149 Seat belt usage over time: see Steven D. Levitt and Jack Porter, “Sample 
Selection in the Estimation of Air Bag and Seat Belt Effectiveness,” The Review of Economics and Statistics 
83, no. 4 (November 2001). / 149 For lives saved by seat belts, see Donna Glassbrenner, “Estimating the 
Lives Saved by Safety Belts and Air Bags,” National Highway Traffic Safety Administration, paper no. 500; 
and “Lives Saved in 2008 by Restraint Use and Minimum Drinking Age Laws,” NHTSA, June 2009. / 149 3 
trillion miles driven per year: gleaned from U.S. Bureau of Transportation Statistics…/ 149 Dangerous roads 
on other continents: see “Road Safety: A Public Health Issue,” World Health Organization, March 29, 2004. / 
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149–150 The cost of a life saved by a seat belt versus an air bag: see Levitt and Porter, “Sample Selection in 
the Estimation of Air Bag and Seat Belt Effectiveness,” The Review of Economics and Statistics 83, no. 4 
(November 2001). 
 
  
 
HOW MUCH GOOD DO CAR SEATS DO? This section is primarily based on Steven D. Levitt, “Evidence That 
Seat Belts Are as Effective as Child Safety Seats in Preventing Death for Children,” The Review of Economics 
and Statistics 90, no. 1 (February 2008); Levitt and Joseph J. Doyle, “Evaluating the Effectiveness of Child 
Safety Seats and Seat Belts in Protecting Children from Injury,” Economic Inquiry, forthcoming; and Levitt 
and Stephen J. Dubner, “The Seat-Belt Solution,” The New York Times Magazine, July 10, 2005. For a brief 
history of child safety seats, see: Charles J. Kahane, “An Evaluation of Child Passenger Safety: The 
Effectiveness and Benefits of Safety Seats,” National Highway Traffic Safety Administration, February 1986. / 
155–156 “A group of prominent child-safety researchers”: see Flaura K. Winston, Dennis R. Durbin, Michael 
J. Kallan, and Elisa K. Moll, “The Danger of Premature Graduation to Seat Belts for Young Children,” 
Pediatrics 105 (2000); and Dennis R. Durbin, Michael R. Elliott, and Flaura K. Winston, “Belt-Positioning 
Booster Seats and Reduction in Risk of Injury Among Children in Vehicle Crashes,” Journal of the American 
Medical Association 289, no. 21 (June 4, 2003). 
 
  
 
HURRICANE STATISTICS: Data on worldwide hurricane deaths were provided by the Emergency Events 
Database, hosted by the Université catholique de Louvain; the U.S. death count was obtained from the 
National Hurricane Research Division of the National Oceanic and Atmospheric Association. The economic 
cost in the United States alone: see Roger Pielke Jr. et al., “Normalized Hurricane Damage in the United 
States: 1900–2005,” Natural Hazards Review, February 2008. For more on the Atlantic Multidecadal 
Oscillation, see Stephen Gray, Lisa Graumlich, Julio Betancourt, and Gregory Pederson, “A Tree-Ring Based 
Reconstruction of the Atlantic Multidecadal Oscillation Since 1567 A.D.,” Geophysical Research Letters 21 
(June 17, 2004); Mihai Dima, “A Hemispheric Mechanism for the Atlantic Multidecadal Oscillation,” Journal 
of Climate 20 (October 2006); David Enfield, Alberto Mestas-Nuñez, and Paul Trimble, “The Atlantic 
Multidecadal Oscillation and Its Relation to Rainfall and River Flows in the Continental U.S.,” Geophysical 
Research Letters 28 (May 15, 2001); and Clive Thompson, “The Five-Year Forecast,” New York, November 
27, 2006. 
 
  
 
“ 
AN INTELLECTUALLY VENTURESOME FELLOW NAMED NATHAN”: This section is drawn from author 
interviews with Nathan and his colleagues, whom the reader will meet in fuller detail in Chapter 5. Neal 
Stephenson—yes, the same one who writes phantasmagorical novels—was particularly helpful in walking us 
through some of the details and showing computer simulations. The hurricane killer described is also known 
as Jeffrey A. Bowers et al., “Water Alteration Structure Applications and Methods,” U.S. Patent Application 
20090173366, July 9, 2009. Among the “et al.” authors is one William H. Gates III. The abstract from the 
patent application reads like this: “A method is generally described which includes environmental 
alteration. The method includes determining a placement of at least one vessel capable of moving water to 
lower depths in the water via wave induced downwelling. The method also includes placing at least one 
vessel in the determined placement. Further, the method includes generating movement of the water 
adjacent the surface of the water in response to the placing.” 
 
CHAPTER 5: WHAT DO AL GORE AND MOUNT PINATUBO HAVE IN COMMON? 
 
LET’S MELT THE ICE CAP!: For the section on global cooling, see: Harold M. Schmeck Jr., “Climate Changes 
Endanger World’s Food Output,” The New York Times, August 8, 1974; Peter Gwynne, “The Cooling World,” 
Newsweek, April 28, 1975; Walter Sullivan, “Scientists Ask Why World Climate Is Changing; Major Cooling 
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May Be Ahead,” The New York Times, May 21, 1975. Ground temperatures over the past 100 years can be 
found in “Climate Change 2007: Synthesis Report,” U.N. Intergovernmental Panel on Climate Change (IPCC). 
 
  
 
JAMES LOVELOCK: All Lovelock quotes in this chapter can be found in The Revenge of Gaia: Earth’s Climate 
Crisis and the Fate of Humanity (Basic Books, 2006). Lovelock is a scientist perhaps best known as the 
originator of the Gaia hypothesis, which argues that the earth is essentially a living organism much like (but 
in many ways superior to) a human being. He has written several books on the subject, including the 
foundational Gaia: The Practical Science of Planetary Medicine (Gaia Books, 1991). 
 
  
 
COWS ARE WICKED POLLUTERS: The potency of methane as a greenhouse gas as compared with carbon 
dioxide was calculated by the climate scientist Ken Caldeira, of the Carnegie Institution for Science, based 
on the IPCC’s Third Assessment Report. Ruminants produce more greenhouse gas than transportation 
sector: see “Livestock’s Long Shadow: Environmental Issues and Options,” Food and Agriculture 
Organization of the United Nations, Rome, 2006; and Shigeki Kobayashi, “Transport and Its Infrastructure,” 
chapter 5 from IPCC Third Assessment Report, September 25, 2007. 
 
  
 
WELL-MEANING LOCAVORES: See Christopher L. Weber and H. Scott Matthews, “Food-Miles and the 
Relative Climate Impacts of Food Choices in the United States,” Environmental Science and Technology 42, 
no. 10 (April 2008); see also James McWilliams, “On Locavorism,” Freakonomics blog, The New York Times, 
August 26, 2008; and McWilliams’s forthcoming book, Just Food (Little, Brown, 2009). 
 
  
 
EAT MORE KANGAROO: See “Eco-friendly Kangaroo Farts Could Help Global Warming: Scientists,” Agence 
France-Press, December 5, 2007. 
 
  
 
GLOBAL WARMING AS A “UNIQUELY THORNY PROBLEM”: For the “terrible-case scenario,” see Martin L. 
Weitzman, “On Modeling and Interpreting the Economics of Catastrophic Climate Change,” The Review of 
Economics and Statistics 91, no. 1 (February 2009). / 169 A Stern warning: see Nicholas Herbert Stern, The 
Economics of Climate Change: The Stern Review (Cambridge University Press, 2007). / 169 There is much to 
be read about the influence of uncertainty, especially as it compares with its cousin risk. The Israeli 
psychologists Amos Tversky and Daniel Kahneman, whose work is generally credited with giving ultimate 
birth to behavioral economics, conducted pioneering research on how people make decisions under 
pressure and found that uncertainty leads to “severe and systematic errors” in judgment. (See “Judgment 
Under Uncertainty: Heuristics and Biases,” from Judgment Under Uncertainty: Heuristics and Biases, ed. 
Daniel Kahneman, Paul Slovic, and Amos Tversky [Cambridge University Press, 1982].) We wrote about the 
difference between risk and uncertainty in a New York Times Magazine column (“The Jane Fonda Effect,” 
September 16, 2007) about the fear over nuclear power: “*The economist Frank Knight+ made a distinction 
between two key factors in decision making: risk and uncertainty. The cardinal difference, Knight declared, 
is that risk—however great—can be measured, whereas uncertainty cannot. How do people weigh risk 
versus uncertainty? Consider a famous experiment that illustrates what is known as the Ellsberg Paradox. 
There are two urns. The first urn, you are told, contains 50 red balls and 50 black balls. The second one also 
contains 100 red and black balls, but the number of each color is unknown. If your task is to pick a red ball 
out of either urn, which urn do you choose? Most people pick the first urn, which suggests that they prefer 
a measurable risk to an immeasurable uncertainty. (This condition is known to economists as ambiguity 
aversion.) Could it be that nuclear energy, risks and all, is now seen as preferable to the uncertainties of 
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global warming?” / 170 Al Gore’s “We” campaign: see www. climateprotect.org and Andrew C. Revkin, 
“Gore Group Plans Ad Blitz on Global Warming,” The New York Times, April 1, 2008. / 170 The heretic Boris 
Johnson: see Boris Johnson, “We’ve Lost Our Fear of Hellfire, but Put Climate Change in Its Place,” The 
Telegraph, February 2, 2006. / 170 “Rendered nearly lifeless”: see Peter Ward, The Medea Hypothesis: Is 
Life on Earth Ultimately Self-Destructive? (Princeton University Press, 2009); and Drake Bennett, “Dark 
Green: A Scientist Argues That the Natural World Isn’t Benevolent and Sustaining: It’s Bent on Self-
Destruction,” The Boston Globe, January 11, 2009. / 170–171 Human activity and carbon emissions: see 
Kenneth Chang, “Satellite Will Track Carbon Dioxide,” The New York Times, February 22, 2009; read more 
about NASA’s view of carbon dioxide at http:/oco.jpl.nasa.gov/science/. 
 
  
 
THE NEGATIVE EXTERNALITIES OF COAL MINING: For American coal worker deaths, see the U.S. Department 
of Labor, Mine Safety and Health Administration, “Coal Fatalities for 1900 Through 2008” and Jeff Goodell, 
Big Coal: The Dirty Secret Behind America’s Energy Future (Houghton Mifflin, 2007). Deaths from black lung 
were gleaned from National Institute for Occupational Safety and Health reports. Chinese coal worker 
deaths were reported by the Chinese government to be 4,746 in 2006, 3,786 in 2007, and 3,215 in 2008; 
these numbers are likely underestimates. See “China Sees Coal Mine Deaths Fall, but Outlook Grim,” 
Reuters, January 11, 2007; and “Correction: 3,215 Coal Mining Deaths in 2008,” China.org.cn, February 9, 
2009. 
 
  
 
LOJACK: See Ian Ayres and Steven D. Levitt, “Measuring Positive Externalities from Unobservable Victim 
Precaution: An Empirical Analysis of LoJack,” Quarterly Journal of Economics 113, no. 8 (February 1998). 
 
  
 
APPLE TREES AND HONEY BEES: See J. E. Meade, “External Economies and Diseconomies in a Competitive 
Situation,” Economic Journal 62, no. 245 (March 1952); and Steven N. S. Cheung, “The Fable of the Bees: An 
Economic Investigation,” Journal of Law and Economics 16, no. 1 (April 1973). Cheung, in his paper, writes a 
remarkable sentence: “Facts, like jade, are not only costly to obtain but also difficult to authenticate.” For a 
very strange twist on this insight, see Stephen J. Dubner, “Not as Authentic as It Seems,” Freakonomics blog, 
The New York Times, March 23, 2009. 
 
  
 
MOUNT PINATUBO: For one dramatic telling of the eruption, see Barbara Decker, Volcanoes (Macmillan, 
2005). For its effect on global climate, see: Richard Kerr, “Pinatubo Global Cooling on Target,” Science, 
January 1993; P. Minnis et al., “Radiative Climate Forcing by the Mount Pinatubo Eruption,” Science, March 
1993; Gregg J. S. Bluth et al., “Stratospheric Loading of Sulfur from Explosive Volcanic Eruptions,” Journal of 
Geology, 1997; Brian J. Soden et al., “Global Cooling After the Eruption of Mount Pinatubo: A Test of 
Climate Feedback by Water Vapor,” Science, April 2002; and T.M.L. Wigley, “A Combined 
Mitigation/Geoengineering Approach to Climate Stabilization,” Science, October 2006. 
 
  
 
INTELLECTUAL VENTURES AND GEOENGINEERING: This section is primarily drawn from a visit we made to 
the Intellectual Ventures lab in Bellevue, Washington, in early 2008, and from subsequent interviews and 
correspondence with Nathan Myhrvold, Ken Caldeira, Lowell Wood, John Latham, Bill Gates, Rod Hyde, Neal 
Stephenson, Pablos Holman, and others. During our visit to IV, several other people contributed to the 
conversation, including Shelby Barnes, Wayt Gibbs, John Gilleand, Jordin Kare, Casey Tegreene, and Chuck 
Witmer…. Conor and Cameron Myhrvold, Nathan’s college-age sons, also participated. They have already 
stepped into the invention racket themselves with a “wearable/ portable protection system for a body,” or 
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a human air bag. From the patent application: “In an embodiment, system 100 may be worn by a 
locomotion-challenged person to cushion against prospective falls or collisions with environmental objects. 
In another embodiment, system 100 may be worn by athletes in lieu of traditional body-padding, helmets, 
and/or guards. In another embodiment, system 100 may be worn by people riding bicycles, skate-boarding, 
skating, skiing, snow-boarding, sledding and/or while engaged in various other sports or activities.”…For 
some interesting further reading on their father, see: Ken Auletta, “The Microsoft Provocateur,” The New 
Yorker, May 12, 1997; “Patent Quality and Improvement,” Myhrvold’s testimony before the Subcommittee 
on the Courts, the Internet and Intellectual Property, Committee on the Judiciary, House of Representatives, 
Congress of the United States, April 28, 2005; Jonathan Reynolds, “Kitchen Voyeur,” The New York Times 
Magazine, October 16, 2005; Nicholas Varchaver, “Who’s Afraid of Nathan Myhrvold,” Fortune, July 10, 
2006; Malcolm Gladwell, “In the Air; Annals of Innovation,” The New Yorker, May 12, 2008; Amol Sharma 
and Don Clark, “Tech Guru Riles the Industry by Seeking Huge Patent Fees,” The Wall Street Journal, 
September 18, 2008; Mike Ullman, “The Problem Solver,” Washington CEO, December 2008…. Myhrvold is 
himself famous for writing—in particular, many long, provocative, extravagantly detailed memos that are 
intended primarily for internal use. See Auletta, above, for a good discussion of some of Myhrvold’s 
Microsoft memos. Perhaps his greatest memo to date is one he wrote for his current company, back in 
2003. It is called “What Makes a Great Invention?” We hope it will someday be made available for public 
consumption. / 177 Mosquito laser assassination: for more fascinating detail, see Robert A. Guth, “Rocket 
Scientists Shoot Down Mosquitoes with Lasers,” The Wall Street Journal, March 14–15, 2009. / 178 “I don’t 
know anyone *who+ is smarter than Nathan”: see Auletta, above. / 179 More T. rex skeletons: see Gladwell, 
above; based also on correspondence with the paleontologist Jack Horner, with whom Myhrvold 
collaborates in hunting for dinosaur bones. / 180 Definitive research…including climate science: see, e.g., 
Edward Teller, Lowell Wood, and Roderick Hyde, “Global Warming and Ice Ages: I. Prospects for Physics-
Based Modulation of Global Change,” 22nd International Seminar on Planetary Emergencies, Erice (Sicily), 
Italy, August 20–23, 1997; Ken Caldeira and Lowell Wood, “Global and Arctic Climate Engineering: 
Numerical Model Studies,” Philosophical Transactions of the Royal Society, November 13, 2008. / 180 For 
the next ten hours or so: During a break, if you were to casually ask Myhrvold a question of interest—his 
take on, say, whether an asteroid strike was indeed responsible for the extinction of dinosaurs—he is apt to 
regale you with a long narrative history of the various competing theories, the logic (and caveats) behind 
the ultimate winning theory, and the fallacies (and lesser truths) behind the losers. On this particular 
question, Myhrvold’s short answer is: yes. / 181 Wood himself was a protégé: for an excellent exploration 
of geoengineering that is also a dual profile of Lowell Wood and Ken Caldeira, see Chris Mooney, “Can a 
Million Tons of Sulfur Dioxide Combat Climate Change?” Wired, June 23, 2008. / 181 “As many as a million”: 
see Gladwell, above. / 182–183 Myhrvold cites a recent paper: see Robert Vautard, Pascal Yiou, and Geert 
Jan van Oldenborgh, “Decline of Fog, Mist and Haze in Europe Over the Past 30 Years,” Nature Geoscience 
2, no. 115 (2009); and Rolf Philipona, Klaus Behrens, and Christian Ruckstuhl, “How Declining Aerosols and 
Rising Greenhouse Gases Forced Rapid Warming in Europe Since the 1980s,” Geophysical Research Letters 
36 (2009). / 183 The carbon dioxide you breathe in a new office building: derived from guidelines of the 
American Society of Heating, Refrigerating, and Air-Conditioning Engineers. / 183 Carbon dioxide is not 
poison: for a trenchant overview of the current state of thinking about atmospheric carbon dioxide, see 
William Happer, “Climate Change,” Statement before the U.S. Senate Environment and Public Works 
Committee, February 25, 2009; data also gleaned from the Department of Energy’s Carbon Dioxide 
Information Analysis Center. / 183 Carbon dioxide levels rise after a rise in temperature: see Jeff 
Severinghaus, “What Does the Lag of CO2 Behind Temperature in Ice Cores Tell Us About Global Warming,” 
RealClimate, December 3, 2004. / 183–184 “Ocean acidification”: see Ken Caldeira and Michael E. Wickett, 
“Oceanography: Anthropogenic Carbon and Ocean pH,” Nature 425 (September 2003); and Elizabeth 
Kolbert, “The Darkening Sea,” The New Yorker, November 20, 2006. / 184 Hard-charging environmental 
activist: see Mooney, above, for interesting reading on Caldeira’s background / 184 Caldeira mentions a 
study: see Caldeira et al., “Impact of Geoengineering Schemes on the Terrestrial Biosphere,” Geophysical 
Research Letters 29, no. 22 (2002). / 186 Trees as environmental scourge: see Caldeira et al., “Climate 
Effects of Global Land Cover Change,” Geophysical Research Letters 32 (2005); and Caldeira et al., 
“Combined Climate and Carbon-Cycle Effects of Large-Scale Deforestation,” Proceedings of the National 
Academy of Sciences 104, no. 16 (April 17, 2007). / 187 The half-life of atmospheric carbon: see Archer et 
al., “Atmospheric Lifetime of Fossil Fuel Carbon Dioxide,” Annual Review of Earth and Planetary Sciences 37 
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(2009). / 188 “Would put an end to the Gulf Stream”: see Thomas F. Stocker and Andreas Schmittner, 
“Influence of Carbon Dioxide Emission Rates on the Stability of the Thermohaline Circulation,” Nature 388 
(1997); and Brad Lemley, “The Next Ice Age,” Discover, September 2002. / 189 The northern tip of 
Newfoundland: this former Norse settlement is known as L’Anse aux Meadows. / 189 Benjamin Franklin’s 
volcanic suspicion: see Benjamin Franklin, “Meteorological Imaginations and Conjectures,” Memoirs of the 
Literary and Philosophical Society of Manchester, December 22, 1784; and Karen Harpp, “How Do 
Volcanoes Affect World Climate?” Scientific American, October 4, 2005. / 189 “Year Without a Summer”: 
see Robert Evans, “Blast from the Past,” Smithsonian, July 2002. / 189 Lake Toba super volcano: see Stanley 
H. Ambrose, “Late Pleistocene Human Population Bottlenecks, Volcanic Winter, and Differentiation of 
Modern Humans,” Journal of Human Evolution 34, no. 6 (1998). / 191 The Vonnegut brothers make rain: 
see William Langewiesche, “Stealing Weather,” Vanity Fair, May 2008. / 191 The idea was attributed 
to…Mikhail Budyko: see M. I. Budyko, “Climatic Changes,” American Geophysical Society, Washington, D.C., 
1977. Improbably, Ken Caldeira did postdoctoral work at Budyko’s institute in Leningrad and met his future 
wife there. / 196–197 Perhaps the stoutest scientific argument: see Paul J. Crutzen, “Albedo Enhancement 
by Stratospheric Sulfur Injections: A Contribution to Resolve a Policy Dilemma?” Climatic Change, 2006. / 
198 There is no regulatory framework: for further reading, see “The Sun Blotted Out from the Sky,” 
Elizabeth Svoboda, Salon.com, April 2, 2008. / 199 Certain new ideas…are invariably seen as repugnant: the 
dean of repugnance studies is the Harvard economist Alvin E. Roth, whose work can be see at the Market 
Design blog. See also: Stephen J. Dubner and Steven D. Levitt, “Flesh Trade,” The New York Times Magazine, 
July 9, 2006; and Viviana A. Zelizer, “Human Values and the Market: The Case of Life Insurance and Death in 
19th Century America,” American Journal of Sociology 84, no. 3 (November 1978). / 200 Al Gore is quoted 
here and elsewhere in Leonard David, “Al Gore: Earth Is in ‘Full-Scale Planetary Emergency,’” Space.com, 
October 26, 2006. / 201–202 The “soggy mirrors” plan: see John Latham, “Amelioration of Global Warming 
by Controlled Enhancement of the Albedo and Longevity of Low-Level Maritime Clouds,” Atmospheric 
Science Letters 3, no. 2 (2002). / 201 Contrail clouds: see David J. Travis, Andrew M. Carleton, and Ryan G. 
Lauritsen, “Climatology: Contrails Reduce Daily Temperature Range,” Nature, August 8, 2002; Travis, 
“Regional Variations in U.S. Diurnal Temperature Range for the 11–14 September 2001 Aircraft Groundings: 
Evidence of Jet Contrail Influence on Climate,” Journal of Climate 17 (March 1, 2004); and Andrew M. 
Carleton et al., “Composite Atmospheric Environments of Jet Contrail Outbreaks for the United States,” 
Journal of Applied Meteorology and Climatology 47 (February 2008). / 203 Fighting global warming with 
individual behavior change: the difficulty of this endeavor was illustrated, if indirectly, by Barack Obama as 
he ran for president in 2008. While preparing for a debate, Obama was caught on tape complaining about 
how shallow the debates could be: “So when Brian Williams *of NBC News+ is asking me about what’s a 
personal thing that you’ve done *that’s green+, and I say, you know, ‘Well, I planted a bunch of trees.’ And 
he says, ‘I’m talking about personal.’ What I’m thinking in my head is, ‘Well, the truth is, Brian, we can’t 
solve global warming because I f—ing changed light bulbs in my house. It’s because of something 
collective.’” As reported in “Hackers and Spending Sprees,” Newsweek web exclusive, November 5, 2008. 
 
  
 
DIRTY HANDS AND DEADLY DOCTORS: For Semmelweis’s sad ending, see Sherwin B. Nuland, The Doctor’s 
Plague: Germs, Childbed Fever, and the Strange Story of Ignatz Semmelweis (Atlas Books, 2003). / 204 “A 
raft of recent studies”: see Didier Pittet, “Improving Adherence to Hand Hygiene Practice: A 
Multidisciplinary Approach,” Emerging Infectious Diseases, March–April 2001. / 204–205 “To Err Is Human”: 
Linda T. Kohn, Janet Corrigan, and Molla S. Donaldson, To Err Is Human: Building a Safer Health System 
(National Academies Press, 2000). It should be noted that hospitals had already been trying for years to 
increase doctors’ hand-washing rates. In the 1980s, the National Institutes of Health launched a campaign 
to promote hand-washing in pediatric wards. The promotional giveaway was a stuffed teddy bear called T. 
Bear. Kids and doctors alike loved T. Bear—but they weren’t the only ones. When a few dozen T. Bears were 
pulled from the wards to be examined after just one week, every one of them was found to have acquired 
at least one of a host of new friends: Staphylococcus aureus, E. coli, Pseudomonas, Klebsiella, and several 
others. / 205–206 Cedars-Sinai Medical Center: see Stephen J. Dubner and Steven D. Levitt, “Selling Soap,” 
The New York Times Magazine, September 24, 2006. It was Dr. Leon Bender, a urologist at Cedars-Sinai, 
who led us to this story. / 205 The Australian study: see J. Tibbals, “Teaching Hospital Medical Staff to 
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Handwash,” Medical Journal of Australia 164 (1996). / 207 “Among the best solutions”: for disposable 
blood-pressure cuffs, see Kevin Sack, “Swabs in Hand, Hospital Cuts Deadly Infections,” The New York 
Times, July 27, 2007; for the silver-ion antimicrobial shield, see Craig Feied, “Novel Antimicrobial Surface 
Coatings and the Potential for Reduced Fomite Transmission of SARS and Other Pathogens,” unpublished 
manuscript, 2004; for neckties, see “British Hospitals Ban Long Sleeves and Neckties to Fight Infection,” 
Associated Press, September 17, 2007. 
 
  
 
FORESKINS ARE FALLING: See Ingrid T. Katz and Alexi A. Wright, “Circumcision—A Surgical Strategy for HIV 
Prevention in Africa,” New England Journal of Medicine 359, no. 23 (December 4, 2008); also drawn from 
author interview with Katz. 
 
EPILOGUE: MONKEYS ARE PEOPLE TOO 
 
See Stephen J. Dubner and Steven D. Levitt, “Monkey Business,” 
The New York Times Magazine, June 5, 2005; Venkat Lakshminarayanan, M. Keith Chen, and Laurie R. 
Santos, “Endowment Effect in Capuchin Monkeys,” Philosophical Transactions of the Royal Society 363 
(October 2008); and M. Keith Chen and Laurie Santos, “The Evolution of Rational and Irrational Economic 
Behavior: Evidence and Insight from a Non-Human Primate Species,” chapter from Neuroeconomics: 
Decision Making and the Brain, ed. Paul Glimcher, Colin Camerer, Ernst Fehr, and Russell Poldrack 
(Academic Press, Elsevier, 2009). / 212 “Nobody ever saw a dog”: see Adam Smith, An Inquiry into the 
Nature and Causes of the Wealth of Nations, ed. Edwin Cannon (University of Chicago Press, 1976; originally 
published in 1776). / 214 Day traders are also loss-averse: see Terrance Odean, “Are Investors Reluctant to 
Realize Their Losses?” Journal of Finance 53, no. 5 (October 1998). 
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